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Preface

First of all, I should explain the title of this book. This is not really an
advanced book, but does cover topics which are generally of a less elemen-
tary, or tutorial, nature than my first book. In RF Power Amplifiers for Wire-
less Communications (RFPA, also published by Artech House), my overriding
goal was to present the subject material in a manner that is analytical but
hopefully still readable. Engineering literature has always bothered me. Both
books and technical journals seem to present everything couched in high-
level mathematics which the majority of practicing engineers can�t under-
stand, or at best don�t have the time or inclination to decipher. There seems
to be an �emperor�s new clothes� situation about it all; make the subject as
difficult as possible, frequently much more difficult than it needs to be, and
you are almost assured of pious nods of approval in higher places. Lower
places, where most of us operate, offer a less reverent reception, but seem to
accept the situation nevertheless. The odd paper maybe progresses as far as
the fax machine or the filing cabinet, but then rests in peace and gathers dust.
I am encouraged, and very grateful, for the positive response to my modest
but radical attempts to change this situation in RFPA, and proceed with this
volume in very much the same spirit.

The intention is that this book can be regarded as a sequel to the first,
but can also be read in isolation. It would be appropriate, therefore, to restate
briefly some of the philosophy and goals that carry over. First and foremost,
the spirit of a priori design methods remains paramount. Simulation tools are
getting better all the time, but the advantages of performing symbolic analy-
sis using simplified models before engaging in number crunching are still

xi



persuasive. Indeed, not being a particularly advanced mathematician myself
helps in that I feel it is easier to present readable symbolic analysis, rather
than the seemingly statutory unreadable stuff which abounds in the more
�learned� literature.

This book covers some new topics that barely got a mention in RFPA,
and takes some others which, although covered in the first book, deserve
more detailed treatment. Bipolar junction transistors (BJTs), for instance,
were barely mentioned in RFPA and with the advent of heterojunction bipo-
lar transistors (HBTs) and Silicon Germanium (SiGe) technology, things are
hotting up again for the BJT (pun somewhat intended). Chapter 1 revisits
the basics of Class AB operation, but with greater emphasis on BJT applica-
tions. Microwave power amplifier applications also get a chapter of their
own, Chapter 7, in which an attempt is made to pull together some of the
techniques which were developed in the 1970s and 1980s for higher fre-
quency (> 2 GHz) broadband amplifier design, and which could easily come
back on stream again as wireless communications run out of bandwidth at
the low end of the microwave spectrum.

Other chapters pick up on some of the things that were introduced in
RFPA, but not wrung out to some readers� satisfaction. For all my enthusias-
tic promotion on the Doherty and Chireix techniques in RFPA, these admi-
rable inventions still appear to remain firmly rooted in history and vacuum
tube technology. So Chapter 2 revisits these topics regarding especially their
potential role in the modern scene. This includes a more generalized analysis
of the Doherty PA and some simulation results on practical implementa-
tions. The Chireix method continues to be a talking point and not much
else; Chapter 2 attempts to dig a little deeper into why this should be.

Chapter 3 takes up the theme of nonlinear effects in PAs, with a par-
ticular emphasis on the problem of asymmetrical IM distortion, its causes
and possible remedies. This chapter also has some tutorial material on the
behavioral modeling of PAs and attempts to show that there is still much use-
ful life left in polynomials and Volterra series modeling methods. In particu-
lar, the use of dynamic, rather than static, characterization methods are
discussed in relation to memory effects.

Linearization is, of course, an inescapable aspect of the modern PA
scene. Equally inescapable, it seems, is the growing impact of digital signal
processing (DSP) techniques in this area. Chapters 4, 5, and 6 cover the three
main linearization topics of feedback, predistortion, and feedforward. In
these chapters I find myself up against a burgeoning and already voluminous
literature, and also topics of current research which are engaging many
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thousands of engineers all over the world. I have therefore not attempted to
cover each topic in an exhaustive manner. I have basically applied my statu-
tory methods of symbolic analysis using simplified models, and I believe
come up with some useful results and observations. Most of the material in
Chapters 4, 5, and 6 represents, I believe, at least a different angle on the sub-
ject and as such is hopefully complementary to existing published accounts.
As a PA designer myself, one aspect which I have attempted to emphasize
throughout these three chapters is the need to redefine, and even to rethink,
the design of a PA which is to be used in any linearization system. This is an
aspect of the business which I feel has not been adequately considered, for
the logistical reason that PA linearization and PA design are frequently done
by different groups of people or different organizations.

I must make some comments on the patent situation in this field. This
book deals with a technology that has been the focus for much patent activity
over the years, and especially within the last decade or so. It seems that pat-
ents are now being issued not just for specific implementations, or variations
of well-established techniques, but in some cases for the well-established
techniques themselves. This is a big headache for any company wishing to
enter into the wireless communications PA business, and poses a problem for
an author as well. To generate a comprehensive, exhaustive list of relevant
patents would be a task comparable to writing a whole new book. Indeed,
perhaps it is a book someone should write. My policy has been to refrain
completely from citing individual patents as references, other than one or
two historical ones. This avoids any conflict where opposing factions may be
claiming priority and only one gets the citation. It does not, however, avoid
the possibility that I may be describing, or proposing, something that has
been patented sometime, by somebody. I have tried in general throughout
this book to make the reader aware of the need to perform patent searches
in this business if a commercial product is being contemplated. I have also
made specific comments about the likelihood of patents in certain focused
areas. In general, I have included a few ideas of my own in most chapters
(usually under the subheading �Variations�). These suggestions are my own
independent ideas and do not represent any commercial products of which I
am aware. They have not, however, been subjected to any patent search.

Unlike the previous book, which had substantial continuity from chap-
ter to chapter, this book treats the numerous topics in a manner which does
not always fall into a seamless narrative. Such is the nature of �more
advanced topics.� This is, primarily, a theoretical book; for the most part
I am analyzing how things work, and developing a priori methods for
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designing them. It is not a step-by-step guide on how to build RF power
amplifiers, advanced or otherwise. I believe that I am addressing topics which
RF designers, and especially those involved with RF power amplifiers, talk
about a lot amongst themselves. I therefore make no apologies for using more
words, and fewer equations, than in a conventional technical book.
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1
Class AB Amplifiers

1.1 Introduction

The Class AB mode has been a focus for several generations of power ampli-
fier designers, and for good reasons. It is a classical compromise, offering
higher efficiency and cooler heatsinks than the linear and well-behaved Class
A mode, but incurring some increased nonlinear effects which can be toler-
ated, or even avoided, in some applications. The main goal in this chapter is
to invite PA designers and device technologists to break out of the classical
Class AB tunnel vision which seems to afflict a large proportion of their
numbers. For too long, we have been assuming that our radio frequency
power amplifier (RFPA) transistors obediently conduct precisely truncated
sinewaves when the quiescent bias is reduced below the Class A point,
regardless of the fact that an RF power device will typically have nowhere
near the switching speed to perform the task with the assumed precision. The
irony of this is that the revered classical theory, summarized in Section 1.2,
actually makes some dire predictions about the linearity of a device operated
in this manner, and it is the sharpness of the cutoff or truncation process that
causes some of the damage. Decades of practical experience with RFPAs of
all kinds have shown that things generally work out better than the theory
predicts, as far as linearity is concerned, which has relegated the credibility of
the theory. For this reason, and others, flagrantly empirical methods are still
used to design RFPAs, in defiance of modern trends.

Section 1.3 attempts to reconcile some of the apparent conflict between
observation and theory, showing that an ideal device with a realizable
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characteristic can be prescribed to allow linear operation along with near clas-
sical efficiency. Section 1.4 discusses the RF bipolar and its radically different
formulation for reaching the same goal of linearity combined with high-
efficiency operation. The RF bipolar emerges from this analysis, taking full
account of the discussion in Section 1.3, in a surprisingly favorable light. Sec-
tion 1.5 returns to the field effect transistor (FET) as a Class AB device, and
the extent to which existing devices can fortuitously exhibit some of the line-
arization possibilities discussed in Section 1.3.

1.2 Classical Class AB Modes

This analysis should need no introduction, and what follows is largely a sum-
mary of a more detailed treatment in RFPA, but with some extensions into
the possibilities offered by dynamically varying RF loads. Figure 1.1 shows
an idealized RF device, having a linear transconductive region terminated by
a sharply defined cutoff point. The device is assumed to be entirely transcon-
ductive, that is to say, the output current has no dependency on the output
voltage provided this voltage is maintained above the turn-on, or �knee�
value, Vk. The analysis will further make the approximation that Vk is
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negligible in comparison to the dc supply voltage, in other words, zero. This
approximation is conspicuously unreal, and needs immediate addressing if
the voltage is anything other than sinusoidal, but is commonplace in elemen-
tary textbooks. Figure 1.2 shows the classical circuit schematic for Class AB
operation. The device is biased to a quiescent point which is somewhere in
the region between the cutoff point and the Class A bias point. The input
drive level is adjusted so that the current swings between zero and Imax, Imax
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being a predetermined maximum useable current, based on saturation or
thermal restrictions.

The resulting current waveforms take the form of asymmetrically trun-
cated sinewaves, the zero current region corresponding to the swings of input
voltage below the cutoff point. These current waveforms clearly have high
harmonic content. The key circuit element in a Class AB amplifier is the har-
monic short placed across the device which prevents any harmonic voltage
from being generated at the output. Such a circuit element could be realized,
as shown in Figure 1.2, using a parallel shunt resonator having a resonant fre-
quency at the fundamental. In principle the capacitor could have an arbitrar-
ily high value, sufficient to short out all harmonic current whilst allowing the
fundamental component only to flow into the resistive load. So the final out-
put voltage will approximate to a sinewave whose amplitude will be a func-
tion of the drive level and the chosen value of the load resistor. In practice the
load resistor value will be chosen such that at the maximum anticipated drive
level, the voltage swing will use the full available range, approximated in this
case to an amplitude equal to the dc supply. For the purposes of this analysis,
the maximum drive level will be assumed to be that level which causes a peak
current of Imax.

Some simple Fourier analysis [1] shows that the efficiency, defined here
as the RF output divided by the dc supply, increases sharply as the quiescent
bias level is reduced, and the so-called conduction angle drops (Figure 1.3).
Not only does this apply to the efficiency at the designated maximum drive
level, but the efficiency in the �backed-off� drive condition also increases,
especially in relation to the Class A values (Figure 1.4). What is less familiar
is the plot of linearity in the Class AB region, shown in Figure 1.5. The
process of sharp truncation of the input sinusoidal signal unfortunately gen-
erates some less desirable effects; odd degree distortion is part of the process
and gain compression is clearly visible anywhere in the Class AB region. This
gain compression comes from a different, and additional, source than the
gain compression encountered when a Class A amplifier, for example, is
driven into saturation. Saturation effects are primarily caused by the clipping
of the RF voltage on the supply rails. The class AB nonlinearity in Figure 1.5
represents an additional cause of distortion which will be evident at drive lev-
els much lower than those required to cause voltage clipping. This form of
distortion is particularly undesirable in RF communications applications,
where signals have amplitude modulation and stringent specifications on
spectral spreading.

The Class B condition, corresponding to a zero level of quiescent bias,
is worthy of special comment. This case corresponds to a current waveform
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which, within the current set of idealizing assumptions, is a perfectly half-
wave rectified sinewave. Such a waveform contains only even harmonics, and
in the absence of damaging odd degree effects, the backed-off response in
Figure 1.5 shows a return to linear amplification. In practice, such a desirable
situation is substantially spoiled by the quirky, or at best unpredictable,
behavior of a given device so close to its cutoff point. It is frequently found,
usually empirically, that a bias point can be located some way short of the
cutoff point where linearity and efficiency have a quite well-defined opti-
mum. Such �sweet spots� are part of the folklore of RFPA design, and some
aspects of this subject will be discussed in more detail in Section 1.3.

One additional aspect of Class AB operation which requires further
consideration is the issue of drive level and power gain. It is clear from Figure
1.2 that as the quiescent bias point is moved further towards the cutoff point,
a correspondingly higher drive voltage is required in order to maintain a peak
current of Imax. In many cases, especially in higher RF or microwave applica-
tions, the gain from a PA output stage is a hard-earned and critical element
in the overall system efficiency and cost. In moving the bias point from the
Class A (Imax/2) point to the Class B (zero bias) point, an increase of drive
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level of a factor of two is required in order to maintain a peak current of Imax.
This corresponds to an increase of 6 dB in drive level, and this is equally a
reduction in the power gain of the device. It is common practice to compro-
mise this problem by operating RF power devices at some lower level than
Imax, in order to preserve efficient operation at higher power gain. The process
is illustrated in Figure 1.6 for a Class B condition. If, for example, the drive
level is increased only 3 dB from the Class A level, the current peaks, in a zero
bias condition, will only reach I max / 2. This reduction in maximum linear
power can be offset by increasing the value of the fundamental load resistor
by the same ratio of 2. The result, shown in the second set of waveforms in
Figure 1.6, shows only a 1.5-dB reduction in power at the available maxi-
mum drive, compared to the fully driven case. Significantly, however, the
efficiency in the �underdriven� case returns to the original value of 78.5%.

This concept of �underdrive� can be extended to more general Class
AB cases, although in the Class AB region the efficiency will not return to the
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Figure 1.6 Class B operation: �Fully driven� condition gives the same power as Class A
(0 dB) but requires a 6-dB higher input drive. �Underdriven� condition (3-dB
underdrive case shown) can still give full Class B efficiency if load resistor is
adjusted to give maximum voltage swing.



fully driven value due to the effective increase of conduction angle caused by
drive reduction. Another extension of the concept is to consider the possibil-
ity of an RF load resistor whose value changes dynamically with the input
signal level. Such an arrangement forms one element of the Doherty PA
which will be discussed in more detail in Chapter 2. It is, however, worthy of
analysis in its own right, on the understanding that it does not at this stage
constitute a full Doherty implementation.

Suppose that, by some means or other, the value of the load resistor is
caused to vary in inverse proportion to the signal amplitude vs,

R R vL o s= /

so that as the fundamental component of current, I1, increases from zero to
Imax/2, the fundamental output voltage amplitude remains constant at

v
R

v

I
v Vo

o

s
s dc=










 =max

2

where

I
I

v s1 2
= 





max

making the usual assumption of a perfect harmonic short, and a device knee
voltage which is negligible compared to the dc supply, Vdc.

The fundamental output power is therefore

P
V I

vo
dc

s= 








2 2

max (1.1a)

which is unusual in that the output power is now proportional to input volt-
age amplitude, rather than input power.

The efficiency is given by

h
p p

=
















 =

V v I

V I
v

s

dc
s

dc max

max

2 2 4
(1.1b)

Equation (1.1b) is an interesting result, the efficiency being independent of
the signal drive level. Given that the two central issues in modern PA design
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are firstly the rapid drop in efficiency as a modulated signal drops to low
envelope amplitudes, and secondly the need to control power over a wide
dynamic range [for example, in code division multiple access (CDMA) sys-
tems], this configuration appears to fulfill both goals handsomely. There are
also, of course, two immediate problems; the device is a nonlinear amplifier
having a square-root characteristic, and we have so far ignored the practical
issue of how such a dynamic load variation could be realized in practice.

As will be discussed in Chapter 2, the realization of an RF power
amplifying system capable of performing the feat of linear high efficiency
amplification over a wide dynamic signal range has been something of a
�Holy Grail� of RFPA research for over half a century. Both the Doherty and
Chireix techniques (Chapter 2) are candidates, but also generate a collection
of additional, mainly negative, side issues. The fundamental principle
remains sound, and is an intriguing goal for further innovative research.

1.3 Class AB: A Different Perspective

The idealized analysis of Class AB modes summarized in Section 1.2 raises
a number of issues for those who have experience in using such amplifiers
in practice. Most prominently, the assumption of a linear transconductive
device is an idealization that is unsatisfactory for just about any variety of RF
device in current use, whether it be an FET or bipolar junction transistor
(BJT). It seems that in practice the use of an imperfect device can fortui-
tously reduce the nonlinearities caused by the use of reduced angle operation.
This section explores this extension to the theory and comes up with some
proposals concerning the manner in which RF power transistors should be
designed and specified. In essence, devices with substantial, but correctly ori-
entated, nonlinear characteristics are required to make power amplifiers hav-
ing the best tradeoff between efficiency and linearity. The process of defining
such devices involves some basic mathematical analysis and flagrantly
ignores, for the present purposes, the technological issues involved in putting
the results into practice. This is a necessary and informative starting point.

The analysis in Section 1.2 showed that an ideal transconductive
device, biased precisely at its cutoff point, gives an optimum linear amplifier,
having high efficiency and a characteristic which contains even, but not odd,
degree nonlinearity. This is the classical Class B amplifier. It has already been
commented that in practice, true �zero-bias� operation usually yields unsatis-
factory performance, especially at well backed-off drive levels where the
device will typically display a collapse of small signal gain. Even a device with
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an ideal, sharp characteristic does not stand up so well under closer scrutiny.
Figure 1.7 shows the third-order intermodulation (IM3) response for an
ideal device biased a small way either side of the ideal cutoff, or Class B,
point. Clearly, the favorable theoretical linearity of a Class B amplifier is a
very sensitive function of the bias point, and indicates a critical yield issue in
a practical situation. In this respect, the ideally linear transconductive device
may not be such an attractive choice for linear, high-efficiency applications as
it may at first appear, and some alternatives are worth considering.

An initial assumption used in this analysis is that RF transistors have
characteristics which are curves, as opposed to straight lines; attempts to
make a device having the ideal �dogleg� transconductive characteristic shown
in Figure 1.1 will be shown to be misdirected. A useful starting point is a
square-law transconductive device, shown in Figure 1.8. In all of the follow-
ing analyses, the device characteristic will be normalized such that the maxi-
mum current, Imax, is unity and corresponds to a device input voltage of
unity. The zero current point will correspond to an input also normalized to
zero; the input voltage, unlike for conventional Class AB analysis, will not be
allowed to drop below the normalized zero point. So the square-law charac-
teristic is, simply,

10 Advanced Techniques in RF Power Amplifier Design

Figure 1.7 IM3 response of ideal transconductive device in vicinity of Class B quiescent
bias point.



i vo i= 2

and for maximum current swing under sinusoidal excitation, the quiescent
bias point will be set to vi = 0.5, and the input signal will be to vi = vs cosθ,
with vs varying between zero and a maximum value of 0.5. So the output cur-
rent for this device will be given by
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Assuming that the output matching network presents a short circuit at
all harmonics of θ, the fundamental output voltage amplitude is a linear
function of the input level, vs, despite the square-law device characteristic.
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Figure 1.8 Square-law and cube-law device characteristics, compared to ideal device
using linear and cutoff regions. (Note changed normalization for ideal
device.)



Compared to a device with an ideal linear characteristic in Class A operation,
where

( )i vo s= +1
2 cos q

the square-law device has the same fundamental output amplitude, but a dc
component reduced by a factor of
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which improves the output efficiency over the corresponding linear Class A
value. So at the maximum drive level of vs = 0.5, the efficiency of the square-
law device is 2/3 or 66.7%. This improvement in efficiency is obtained
simultaneously with perfectly linear amplification.

A cube-law device (Figure 1.8), on the other hand, gives substantial
improvement in efficiency at the expense of linearity,
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showing an increased fundamental component compared to the linear case,
and a reduced dc component. The output efficiency,
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is now 3/4, or 75%, at maximum current swing (vs = 0.5), but at this drive
level the device displays 1.9 dB of gain expansion, leading to substantial gen-
eration of third-degree nonlinearities.

It is therefore apparent that to create a device which has optimum effi-
ciency and perfect linearity, it is necessary to tailor the transfer characteristic
to generate only even powers of the cosine input signal. Unfortunately, this is
not as simple as creating a power transfer characteristic having a higher even
order power,

( )i vo s= +1
2

4
cos q

which will contain both even and odd powers of the cosine signal.
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The necessary characteristic can be determined by finding suitable
coefficients of the even harmonic series,

i k k k k k no o n= + + + + + +cos cos cos cos cosq q q q q2 4 6 22 4 6 2K

normalized such that 0 < i0 < 1.
The goal here is to find a set of coefficients which generates a waveform

having the same peak-to-peak swing, from zero to unity, but which has
decreasing mean value as successive even harmonic components are added.
The optimum case will be a situation where the negative half cycles have a
maximally flat characteristic at their minima; this corresponds to values of
the kn coefficients determined by setting successive derivatives of the function

( )f k k k k nnq q q q q q= + + + + +cos cos cos cos cos2 4 6 22 4 6 2K

equal to zero at θ = p. This generates a set of simultaneous equations for the
kn values. Some of the resulting waveforms are shown in Figure 1.9, from
which it is clear that as more even harmonics are added, the resulting wave-
forms more closely approach an ideal Class B form. Table 1.1 shows the val-
ues for a number of values of n, along with the efficiency, which improves for
higher values of n due to the decreasing values of mean current, k0.

Clearly, Table 1.1 shows that a useful increase in efficiency can be
obtained for a few values of n above the simple square-law case of n = 1. Con-
versely, the large n values required to approach the Class B condition are
unlikely to be realized in practice due to the limited switching speed of a
typical RF transistor.
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Figure 1.9 Current waveforms having �maximally flat� even harmonic components (n
factor indicates the number of even harmonics).



It is a simple matter to convert the desired current waveforms shown in
Figure 1.9 into corresponding transfer characteristics, assuming a sinusoidal
voltage drive. These corresponding nonlinear transconductances are shown
in Figure 1.10. It seems that an unfamiliar device characteristic emerges from
this simple analysis, which displays efficiency in the mid-70% region and has
only even order nonlinearities. It has a much slower turn-on characteristic
than the classical FET dogleg, and resembles a bipolar junction transistor
(BJT), rather than an FET in its general appearance. Figure 1.10 also shows
that the desired family of linear, highly efficient characteristics fall into a
well-defined zone. The boundaries of the zone are formed by the square-law
characteristic, and the classical Class B dogleg. It is interesting to plot some
other characteristics on the same chart, as shown in Figure 1.11. The charac-
teristics which have inherent odd degree nonlinearities always cross over the
boundary formed by the dogleg. The linearity zone, thus defined, would
appear to be a viable and realistic target for device development.

The chart of Figure 1.11 has some interesting implications for the
future of RF power bipolars. This will be further discussed in Section 1.4.
FETs, however, do not fare so well in this analysis. An FET will usually dis-
play a closer approximation to a dogleg characteristic; this is a natural out-
come of their modus operandi, coupled with some misdirected beliefs on the
part of manufacturers as to what constitutes a �good� device characteristic. It
could be reasonably argued that a typical FET characteristic has the appear-
ance of one of the higher n-value curves in Figure 1.10, having linear trans-
conductance with a short turn-on region. Such a device would, within
the idealized boundaries of the present analysis, still comply with the
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Table 1.1
Even Harmonic Efficiency Enhancement

n k0 k2 k4 k6 k8 η(%)

1 0.75 0.25 66.7

2 0.703 0.3125 −0.0156 70.3

3 0.6835 0.3428 −0.0273 0.00195 73.1

4 0.673 0.3589 −0.0359 0.00439 −0.0003 74.3

8 0.656 76.2

12 0.6495 77.0
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Figure 1.10 Device characteristics �tailored� to give current waveforms having only
even harmonics, as shown in Figure 1.9, for sinusoidal voltage input. Con-
ventional Class B using linear device is shown dotted.

Figure 1.11 Linearity �zone� (solid line) for Class AB device characteristics.



requirements of even degree nonlinearity and higher efficiency than the
lower n-value curves. The problem with this kind of device lies in the preci-
sion of the quiescent bias setting, which leads to more general issues of proc-
essing yield. It is fair to speculate that the unfamiliar-looking n = 4 curve, for
example, would be a more robust and reproducible device for linear power
applications.

1.4 RF Bipolars: Vive La Difference

The idealized analysis of Class AB modes summarized in Section 1.1 has its
roots in tube amplifier analysis and dates from the early part of the last cen-
tury. The early era of RF semiconductors was dominated by a radically differ-
ent kind of device, the bipolar transistor. More recently, the emergence of RF
FET technologies, such as the Gallium Arsenide Metal Semiconductor Field
Effect Transistor (GaAs MESFET) and Silicon Metal Oxide Semiconductor
(Si MOS) transistor, has renewed the relevance of the older traditional analy-
sis. Strangely, it seems that despite some obvious and fundamental physical
differences in the manner of operation of BJTs, much of the conceptual
framework and terminology of the traditional analysis seems to have been
retained by the BJT RFPA community. This has required the application of
some hand-waving arguments which seek to gloss over the major physical
differences that still exist between BJT and FET device operation.

This section attempts to perform a complementary analysis of a BJT
RF power amplifier, in the same spirit of device model simplicity as was used
in analyzing the FET PAs in Section 1.1. Unfortunately, the exponential for-
ward transfer characteristic of the BJT device will necessitate greater use of
numerical, rather than purely analytical, methods. It will become clear that
the BJT is a prime candidate for practical, and indeed often fortuitous,
implementation of some of the theoretical results discussed in this section.

1.4.1 A Basic RF BJT Model

The model for the RF BJT which will be used is shown in Figure 1.12. This
model incorporates the two essential textbook features of BJT operation:
a base-emitter junction which has an exponential diode I-V characteristic,
and a collector-emitter output current generator which supplies a multiplied
replica of the current flowing in the base-emitter junction. As with the FET
model, all parasitic elements are assumed to be either low enough to be
ignored or to form part of the external matching networks which resonate
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them out. Such assumptions are quite justifiable in the modern era where
30-GHz processes are frequently used to design PAs below 2 GHz. It is
worth emphasizing, however, that the input and output parasitics, usually
capacitances, can still be quite high even in processes which yield useful gain
at millimeter-wave frequencies. The assumption of resonant matching net-
works for these parasitics will play an important role in the interpretation of
some of the results.

The transfer characteristic for such a device is shown in Figure 1.13.
Normalization of a BJT characteristic is not such a clear issue as for an FET.
The maximum peak current, Imax, is usually well defined for an FET due to
saturation. In the case of a BJT, the peak current is not so obviously linked to
a physical saturation effect, and putting a value to Imax is a less well-defined
process. We will, however, still continue to assume a predetermined value for
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Imax, which will usually be based on thermal considerations for a BJT. This
maximum current will be normalized to unity in the following analysis. There
is an additional issue in the normalization process for a BJT, which is the
steepness of the exponential base-emitter characteristic. For convenience, this
will be modeled using values which give a typical p-n junction characteristic
which turns on over approximately 10% of a normalized vb range of 0 to 1. So

i i
e

ec b

kv

k

b

= =






b b

where a k value of 7 and a normalized β value of unity give the characteristics
shown in Figure 1.13. This closely resembles a typical BJT device except that
the �on� voltage, where ic = 1, is normalized to unity.1

Clearly, the immediate impression from Figure 1.13 is of a highly non-
linear device. But this impression can be tempered by the realization that,
unlike in the previous FET analysis, the voltage appearing across the base-
emitter junction is no longer a linear mapping of the voltage appearing at the
terminals of the RF generator; the input impedance of the RF BJT also dis-
plays highly nonlinear characteristics. It is the interaction of these two non-
linear effects which has to be unraveled, to gain a clear understanding of how
one can possibly make linear RFPAs using such a device.

As usual, our elementary textbooks from younger days have a simple
solution, and there is a tendency for this concept to be stretched, in later life,
well beyond its original range of intended validity. Basically, if the device is
fed from a voltage generator whose impedance, either internal to the genera-
tor or through the use of external circuit elements, is made sufficiently high
compared to the junction resistance, then the base-emitter current approxi-
mates to a linear function of the generator voltage, which in turn appears in
amplified form in the collector-emitter output circuit. This process is illus-
trated in Figure 1.14, where the effect of placing a series resistor on the base
is shown for a wide range of normalized resistance values. The curves in Fig-
ure 1.14 are obtained by numerical solution of the equation

v i R
k

iin b b= + + 



1

1
log

where R is normalized to 1W for normalized unity values of current and voltage.
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1. It is also convenient to normalize b to unity, so that ib and ic are both normalized over a
range of 0 to 1.



This simplification of BJT operation is the mainstay of most low-
frequency analog BJT circuit design, but it has two important flaws in RFPA
applications. The first problem concerns the optimum use of the available
generator power. In RF power applications, power gain is usually precious
and the device needs to be matched close to the point of maximum generator
power utilization. This will typically imply a series resistance that is much
lower in value than that required to realize the more extensive linearization
effects shown in Figure 1.14. The second problem is that in order to make a
Class AB type of amplifier, the output current waveform, and correspond-
ingly the base-emitter current, has to be highly nonlinear. Thus the input
series resistor has to be a �real� resistor, having linear broadband characteris-
tics. This will not be the case if the series resistance is realized using conven-
tional matching networks at the fundamental frequency. The fact that in a
BJT the collector and base currents have to maintain a constant linear rela-
tionship is a crucial difference between FET and BJT amplifiers running in
Class AB modes, and leads directly to the inconvenient prospect of harmonic
impedance matching on the input, as well as the output.

Considering the Class A type operation initially, the need for a high Q
input resonant matching network does enable the low frequency �current-
gain� concept to be stretched into use. Figure 1.15 shows a situation closer to
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Figure 1.14 BJT transfer characteristics for varying base resistance. (Voltage scale nor-
malized to V1, the value of Vin required for ib = 1 at each selected R value.)



reality for the input circuit of a BJT RFPA. Provided that the resonator ele-
ments are chosen such that their individual reactances are large in compari-
son to the �on� junction resistance, the flywheel effect of the resonator will
ensure that a sinusoidal current will flow into the base-emitter junction. For
those who find the �flywheel� concept a little on the woolly side, the sche-
matic of Figure 1.15 can be simulated using Spice; the resulting waveforms
are shown in Figure 1.16. The high Q resonator, which in practice will
incorporate an impedance step-down transformation from the 50-W genera-
tor source impedance, forces a sinusoidal current which in turn forces the
base-emitter voltage to adopt a non-sinusoidal appearance. Provided that the
base-emitter junction is supplied with a forward bias voltage that maintains a
dc supply which is greater than the RF input current swing, fairly linear
amplification, Class A style, will result. Such an amplifier could be designed
quite successfully using the conventional constant current biasing arrange-
ments used for small signal BJT amplifiers.
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Figure 1.15 Schematic of BJT Class A RFPA, using high Q input resonator; circuit values
shown for 2-GHz operation.
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Figure 1.16 Spice simulated waveforms for Figure 1.15 schematic (input sinusoidal gen-
erator amplitude 0.5V).



Major problems will be encountered, however, if attempts are made to
run this circuit configuration in a Class AB mode. Any effort to force a non-
sinusoidal current in the base-emitter junction (such as by reducing the qui-
escent bias voltage) conflicts with the resonant properties of the input match-
ing network, which will strongly reject harmonics through its high
above-resonance impedance. In practice, the resonance of the input match-
ing network may have only a moderate Q factor, and will allow some higher
harmonic components to flow, giving some rather quirky approximations to
Class AB or B operation. The harmonic current flow may also be aided
by the BJT base-emitter junction capacitance, which will form part of the
input-matching resonator. As discussed in RFPA, in connection with out-
put harmonic shorts (see pp. 108�110), this leads to a curious irony in that
higher frequency devices with lower parasitics can be harder to use at a
given frequency from the harmonic trapping viewpoint. At 2 GHz, a typi-
cal Si BJT device will have an input which is dominated by a large junction
capacitance. Although this makes the fundamental match a challenging
design problem, it does have an upside in that higher harmonics will be
effectively shorted out. A 40-GHz heterojunction bipolar transistor (HBT)
device, however, will need assistance in the form of external harmonic
circuitry.

Returning to the transfer characteristics plotted in Figure 1.14, it
should be apparent that the intermediate values for series resistance give
curves which are quite similar to those generated speculatively in Section 1.2
(see Figure 1.11). The BJT device appears to be a ready-made example of the
novel principle that Class AB PAs can be more linear if the device has the
right kind of nonlinearity in its transfer characteristic. This can be explored
in a more quantitative fashion by taking the transfer characteristics in Fig-
ure 1.14 and subjecting the device to sinusoidal excitation. Figure 1.17(a)
shows the circuit and defines the excitation. For convenience, the dc bias is
assumed to be applied at the RF generator, and for the time being the input
resistor is assumed to be a physical resistor, encompassing both the matched
generator impedance and any additional resistance on the base. It should be
noted that such a circuit configuration assumes that the resistor is a true resis-
tor at all relevant harmonic frequencies. Although the input matching network
can be assumed to transform the generator impedance to the R value at the
fundamental, the circulating harmonic components of base current need to
be presented with the same resistance value. One possible more practical con-
figuration for realizing this requirement is shown in Figure 1.17(b). This ini-
tial analysis returns to the original assumption of ignoring the base-emitter
capacitance; this approximation will be reviewed at a later stage.
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Unfortunately, the exponential base-emitter characteristic defies an
analytical solution for the current flowing in the circuit of Figure 1.17(a),
when using the instantaneous generator voltage as the independent input
variable. An iteration routine has to be used at each point in the RF cycle to
determine the junction current. A typical set of resulting waveforms is shown
in Figure 1.18. These waveforms show three different cases of dc bias, result-
ing in corresponding quiescent current (Iq) values, for an input voltage swing
chosen to give a stipulated maximum peak current (Imax) for the device. These
current waveforms clearly resemble classical Class AB form, but are not pre-
cisely the same and have a complicated functional relationship with the
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Figure 1.17 BJT Class AB circuits: (a) schematic for analysis; and �broadband� compo-
nents and (b) possible practical implementation.



selected series resistance (input match), the bias point (which at this time is
incorporated into the RF drive and has the same series resistance), and the
RF drive level. Using these three essentially independent variables, we can
explore the relationship between efficiency and linearity, at comparative out-
put power levels.

The new variable factor in such an analysis is the choice of input resis-
tance. Unlike the ideal FET analysis in Section 1.2, it now appears that the
linearity of the amplifier, as well as its power gain, will have some important
dependency on the selection of this circuit element. As always, it can be
expected that some tradeoffs will be necessary. Power gain, efficiency, and
linearity will all have different optimum values of input resistance. Figure
1.19 shows the gain compression and efficiency as a function of power back-
off (PBO) for the three quiescent current settings in Figure 1.18. It is imme-
diately clear that one case, corresponding to the �deep Class AB� quiescent
current of 0.069 (6.9%), appears to give very linear power gain right up to
the maximum peak current drive level, with a corresponding peak efficiency
of just under 80%.

This desirable set of characteristics is closely coupled with the initial
choice of normalized series resistance, R = 0.5. This value was selected on
a qualitative comparison between the BJT transfer characteristics plotted in
Figure 1.14 and the �linear zone� requirements suggested in Figure 1.11. It
turns out that the only downside of this selection is that it represents a value
substantially higher than the generator resistance required to achieve maxi-
mum power transfer to the device. Figure 1.20 shows a similar plot, but
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Figure 1.18 BJT �Class AB� current waveforms.
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Figure 1.19 Gain compression and efficiency versus output power. (Figure 1.18 wave-
forms correspond to maximum output power for each value of iq.)
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Figure 1.20 Gain and efficiency for different input resistance values.



showing three different values of series resistance (R = 0.25, 0.5, 0.75). In
each case the quiescent bias point can be adjusted to give a linearity defined
to be less than 0.5-dB gain variation over the 20-dB sweep range. The lower
value of R = 0.25 shows a better input power match to the device, but
requires a higher Iq setting in order to maintain the stipulated linearity;
this lowers the efficiency. Higher R values result in similar good linearity at
lower Iq settings and higher efficiency, but lower power gain. The results for
R = 0.5 seem to represent a good overall compromise.

These results appear to show the BJT as a very promising device for
high efficiency linear RFPA applications. The ability to use a circuit element
to perform the linearization function on the transfer characteristic, as dis-
cussed in Section 1.3, is an asset which would not be available for a true
transconductive device such as an FET. There is an important caveat on the
above analysis, however. The junction has been assumed to be entirely resis-
tive, albeit highly nonlinear. In practice the junction of an RF BJT will be
shunted by a capacitance. Depending on the relationship between the fre-
quency of use and the maximum frequency of the device, the impact of the
junction capacitance on this analysis could be substantial. The situation is
analogous to the discussion presented in RFPA (Chapter 5) concerning the
effect of output capacitance of an RF power device in Class AB applications.
In modern wireless communications, it is not uncommon to use a much
higher frequency technology for applications below 1 GHz. A designer of
HBT handset PAs using a 30-GHz HBT or pseudomorphic high electron
mobility transistor (PHEMT) process could well find that the junction
capacitance tends towards the low-impact extreme; a 2-GHz high power Si
BJT, on the other hand, will almost certainly present a base-emitter imped-
ance that is difficult to distinguish from a capacitor.

It is necessary, therefore, to repeat the above analysis for the opposite
extreme case, where the device junction capacitance is sufficiently large that
it can be assumed to act as a bypass capacitor for all harmonic current com-
ponents, and is resonated out at the fundamental by the input matching net-
work. The modified schematic diagram is shown in Figure 1.21. It is
assumed now that the input-matching network effectively places a shunt
resonator across the junction, such that the voltage across the junction is
forced always to be sinusoidal. The input-matching network will also trans-
form the generator impedance from its nominal 50-W value, down to form
the input resistance R ; R may also include some parasitic on-chip resistance.
This circuit can be analyzed more easily. The input sinusoidal generator
amplitude Vin will cause a corresponding change in the sinusoidal amplitude
Vs appearing across the junction. Thus, if Vs is used as the chosen input signal
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amplitude variable, it is possible to determine the current flowing in the
junction,

( )
i

e

eb

k V V at

k

q s

=
+ sin

where vq is the dc voltage bias.
This can be integrated over a cycle in order to extract the fundamental

component, Ib1.
The generator voltage amplitude required, then, to satisfy the defined

condition is

V RI Vin b s= +1

Figure 1.22 shows a comparable plot to Figure 1.18, showing a significantly
modified set of waveforms for the same quiescent bias settings. The power
sweep plot in Figure 1.23 can also be directly compared to the ideal junction
plots shown in Figure 1.20. For a resistance setting of R = 0.5, it is clear that
a higher quiescent current is required in order to achieve comparable linear-
ity in the �harmonic short junction� case. This results in lower efficiency.
However, a higher value of R = 1, shown in Figure 1.24, offers a somewhat
better tradeoff, showing a peak efficiency just under 70% for comparable
linearity and power gain. It is also significant that the more peaked wave-
forms in this case result in about 1-dB lower fundamental power than the
comparable ideal junction analysis. Although the high-capacitance device
shows less than the stellar performance of the ideal device, a practical device
could be expected to give results somewhere between these two extreme
cases.
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Figure 1.21 Schematic of BJT Class AB RFPA; junction capacitor shorts harmonic cur-
rent components, but is resonated at fundamental by input matching
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The analysis in this section has attempted, through the use of idealized
but realistic device and circuit models, to shed some new light on the opera-
tion of an RF BJT power amplifier. Not only has it been shown that RF BJTs
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Figure 1.22 BJT �Class AB� current waveforms; junction harmonic short.
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can make linear, highly efficient PAs, but they appear to have design flexibil-
ity which makes them arguably superior to the more ubiquitous FET devices.
But in order to harness this potential, several basic design issues must be
observed, namely:

• The input matching configuration, including the bias circuit, has a
major impact on the operation of a BJT RFPA.

• The input match will show different optima for maximum gain, best
linearity, and highest efficiency. Optimization of the second two
may involve substantial reduction in power gain.

• Correct handling of harmonics is a necessary feature on the input, as
well as the output, match. Situations where a device is being used
well below its cutoff frequency may require, or will greatly benefit
from, specific harmonic terminating circuit elements on the input.

• The process of linearizing the response of a BJT includes the use of a
specific, and very low, impedance for the base bias supply voltage.
This is a very different bias design issue in comparison to the simple
current bias used in small signal BJT amplifiers, or the simple high
impedance voltage bias used in FET PAs.
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• The use of on-chip resistors in order to improve the linearity of a
BJT RFPA device, as opposed to thermal ballasting, seems worthy of
more extensive simulation and development efforts.

1.5 On Sweet Spots and IM Glitches

Sections 1.3 and 1.4 have presented a somewhat radical approach to the
design of Class AB RFPAs. Essentially, the possibility has been demonstrated
to �prescribe� an ideal device characteristic which will display the efficiency
advantages of conventional Class AB modes, but have greatly suppressed
odd-degree distortion. In Section 1.4, it was shown that some interesting
possibilities exist for implementing this approach through the use of external
circuit elements. None of this, however, is of much immediate help to a
designer using the FET device technologies which dominate PA design above
1 GHz. Device technologists will not typically be able to respond quickly to
requests for draconian changes in their device characteristics.

On the other hand, it is a matter of common experience that some FET
device types show helpful �glitches� or �suckouts� in their intermodulation
(IM) or adjacent channel power (ACP) responses. The origin of this behavior
can be traced along much the same lines that were followed in Section 1.3;
nonlinearities in the transfer characteristic can fortuitously cancel the non-
linearities which are fundamental to Class AB operation. In many practical
cases, the quiescent current setting for a particular device will be largely
determined such that an IM �notch� is placed strategically near the maxi-
mum peak envelope power (PEP) drive level, so that the efficiency specifica-
tion can be met.

Figure 1.25 shows a simple example of a sharp turn-on FET character-
istic which has an additional gain expansion component in its �linear�
region. The transfer characteristics of this device are

( ){ }i I g v g vd z in z in= + −max 1 2

showing a simple third-degree gain expansion term. The expression is nor-
malized through the parameter gz, which determines the amount of gain
expansion but maintains the current such that at vin = 1, id = Imax.

Such a device, operating at an appropriately selected Class AB quies-
cent bias setting, will show a sharp null in its IM characteristics, as shown
in Figure 1.26. Note that even outside of the null, the IM3 is still substan-
tially reduced in comparison to the linear (gz = 1) case. Essentially, the gain
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compression caused by the truncation of the current waveforms in Class AB
operation will be cancelled by the gain expansion built into the device char-
acteristic. A simple third-degree expander such as this can only cancel or
reduce third-degree effects. In practice, any device having gain expansion will
have higher-degree components, and multiple nulls in higher order IMs are
often observed. Figure 1.26 also shows a couple of apparent downsides; the
power gain is reduced, surprisingly, as the gain expansion factor is increased.
This is due to the reduction in gain at low drive levels and is actually more an
artifact of the normalization of Imax than being a fundamental tradeoff. Figure
1.26 also shows the ideal linear device as having no IM or distortion at drive
levels lower than the onset of Class AB truncation. This simply is a result of
using an ideal linear transconductance (gz = 1).

It is important to recognize that these effects may not in practice be
simply attributed to the nonlinearity of the transfer characteristics. Nonline-
arity in the device parasitics, especially the junction capacitances, can also
play a part in creating sufficient nonlinearity in the device gain characteristics
to provide cancellation of the Class AB compression at a specific power level.
Such nulling phenomena can be difficult to preserve on a wafer-to-wafer
basis, and over an extended period. But these effects demonstrate the general
principle that device characteristics can be tailored to increase the linearity of
efficient Class AB amplifiers.

30 Advanced Techniques in RF Power Amplifier Design

Figure 1.25 FET characteristic with gain expansion gz parameter (see text) 1, 0.85, 0.75, 0.65.



IM3 notching will be discussed further in Chapter 3, and also in Chap-
ter 5 in relation to the use of a predistortion device to reduce the IM levels.
The gain expansion characteristic of a device could be viewed as a form of
predistortion, which partially cancels the distortion caused by Class AB
operation. From a more abstract mathematical viewpoint, the use of such a
predistorter will inevitably generate higher odd-degree distortion terms, even
though in the simple example described here the predistorter only has a
third-degree coefficient. From the mathematical viewpoint, the nulling of
the third-order IM products can be represented analytically as the cancella-
tion of IM3 components arising from the third- and fifth-degree nonlineari-
ties in the composite nonlinear response. The explanation given here is in
effect a lower level of abstraction, where the physical origins of the different
nonlinear processes are considered.

1.6 Conclusions

This chapter has attempted to show that there is more to Class AB amplifica-
tion than may at first appear. The classical description assumes an ideally lin-
ear device, and then performs some crude waveform surgery in an attempt to
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harness the value of even degree distortion. A more logical approach in the
modern era, where semiconductor wafers can be prescribed in three dimen-
sions with close to molecular precision, is to synthesize device characteristics
which retain the advantages of the traditional approach but reduce the disad-
vantages. Conventional Class AB operation incurs odd degree nonlinearities
in the process of improving efficiency. Mathematical reasoning shows that it
is feasible to specify a device characteristic that increases efficiency all the way
up to 78% by the use of only even order nonlinearities. Such a device will not
generate undesirable close-to-carrier intermodulation distortion.

The bipolar device emerges from this analysis very favorably, so long as
its parasitics can be minimized at the frequency of intended use. The prag-
matist may well find much to question in the analyses and device models
used in this chapter. Parasitic reactances, especially nonlinear ones, will affect
the waveforms and the conclusions. But as PA device technology advances, it
is relevant and appropriate to idealize device behavior. At lower frequencies
in the RF spectrum devices having cutoff frequencies in the 30�50-GHz
region can show performance quite close to ideal.

Reference

[1] Cripps, S. C., RF Power Amplifiers for Wireless Communications, Norwood, MA:
Artech House, 1999.
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2
Doherty and Chireix

2.1 Introduction

In any discussions about RF power amplifier techniques for modern applica-
tions, the central goal of maintaining efficiency over a wide signal dynamic
range must surely remain paramount. Yet the intellectual and technical chal-
lenges of understanding and implementing linearization methods seem to
have stolen the limelight in recent years. Some, if not all, of the linearization
goals which challenge the modern RF designer become relatively trivial if
efficiency is removed from the equation; backed-off Class A amplifiers still
take a lot of beating when linearity is the sole criterion. It is therefore surpris-
ing that several PA design techniques which date from a much earlier era,
and which have demonstrably addressed the efficiency management issue,
have been largely ignored by the modern RF design community.

Probably the least extreme case, in terms of neglect, has been the
�Envelope Elimination and Restoration� (EER) method; this is widely
attributed to Kahn, who published a paper on the technique [1] in the single
sideband (SSB) era of the early 1950s. In fact, the application of high-level
amplitude modulation (AM) to a Class C RFPA was common practice in the
tube era, as any reference to contemporary ham radio literature will confirm.
Kahn�s innovation was essentially the generation of a constant-amplitude,
phase-modulated signal component which could be amplified using a non-
linear PA. Coupled with the modern power of digital signal processing
(DSP), EER provides one important avenue for the taming of steep down-
ward efficiency/dynamic range curves exhibited by any Class AB amplifier.
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The technique has an Achilles� heel�the need to convert a suitably profiled,
linearized PA supply drive signal to the necessary high level of current and
voltage required by the PA itself. This not only erodes the efficiency advan-
tage, through the additional efficiency factor of a power converter, but also
has an important impact on the maximum viable signal bandwidth. There is
also a secondary issue of dynamic range; most RFPAs of standard design will
display sufficient transmission, even with zero supply, to limit the dynamic
range of the system to about 20 dB.

Successful implementations of EER which demonstrate some allevia-
tion to these problems have appeared in recent literature [2]. The focus in
this chapter, however, is to follow some alternative avenues in pursuit of a PA
design technique which conserves efficiency in wide dynamic signal range
applications; the methods proposed in two classical papers from the 1930s,
by Doherty [3] and Chireix [4]. The Doherty technique emerges very favora-
bly from this closer scrutiny. It seems to offer more than its protagonists have
proposed to date, and even has claims as a linearization method in its own
right. The Chireix outphasing method, on the other hand, does not seem to
stand up quite so well to modern CAD analysis, but some of its elements are
well worth studying.

2.2 The Doherty PA

2.2.1 Introduction and Formulation

The �classical� Doherty PA (DPA) was analyzed in some detail in RFPA
(Chapter 8). The configuration analyzed here, Figure 2.1, still uses two active
devices but assumes a more generalized transistor transfer characteristic. So
the basic elements are the two devices themselves, an impedance inverter,
and a common RF load resistor. The impedance inverter can be considered
conceptually to be a simple quarter-wave transmission line transformer,
whose terminal characteristics have the form
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(2.1)

although a practical implementation may beneficially use other networks to
achieve this functionality. The active devices are, for the purposes of this
analysis, assumed to be conducting different fundamental current ampli-
tudes, Im and Ip, at any given input signal amplitude vin, where
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which are not necessarily simple linear functions of the input drive signal vin;
this is a substantial generalization of the simple case considered in RFPA,
where ideal linear transconductive dependencies were assumed. Ideal har-
monic shorts are assumed to be placed across each device, so that only funda-
mental voltage and current components are considered in the analysis.

Referring to the nomenclature of Figure 2.1, (2.1) can be expanded to
give

V jZ Ip o m= (2.2)

I
jZ

Vo
o

m=








1
(2.3)

and the remaining circuit relation is

I jI
V

Ro p

p= − (2.4)

We require expressions for the voltages at each device output, Vm and Vp, in
terms of the device currents Im and Ip; clearly (2.2) gives one such relationship
straight away and shows that the peaking device output voltage, which is one
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and the same as the final output load voltage, is proportional to the main
device current, Im; in other words it is independent of the value of Ip. Thus,
provided the main device voltage is kept below clipping levels by the action
of the peaking device, the linearity of the final assembly is defined entirely by
the main device characteristic fm(vin). The requirement for the peaking device
to perform this function can be determined from (2.3) and (2.4),

V Z
Z

R
I Im o

o
m p= 



 −





(2.5)

showing the possibility of using a suitable peaking device characteristic fp(vin)
to �neutralize� the rapidly rising main device voltage and keep it below clip-
ping level over the entire input signal dynamic range.

Given that this neutralization process is clearly feasible through (2.5),
(2.2) emerges as a remarkable result; its significance can easily be missed in
the typical idealizations used in the analysis of a standard Doherty configura-
tion. The key point is that whatever gyrations the fp(vin) function makes in
order to perform its task, and however approximate, imperfect, or nonlinear
they may be, the action of the peaking device remains invisible at the output
load, whose voltage remains proportional to Im.

This remarkable property verges on being a linearization process; in a
typical configuration, most of the RF output power in the upper range is
being supplied by the peaking device, which will most probably be a substan-
tially nonlinear device. The dependency of the output power on the input
drive signal, however, remains as defined by the main device characteristic,
which can be much more linear.

This property will now be further illustrated in some specific examples.
Some further nomenclature needs to be defined, in order to allow for more
generalized cases. Of particular importance in any Doherty PA will be the
relative Imax values for the main and peaking devices; this forms one of the
essential starting parameters for a design. Throughout this analysis, the sym-
bols Im, Ip are the amplitudes of the fundamental components of the main
and peaking device currents, and not their instantaneous values. This is com-
mon enough practice in ac analysis and does not need further justification,
but it does pose some hazards for the unwary; this applies especially to
the definition of �Imax� values for both devices, which will again refer to the
maximum values of the fundamental component of current for each device,
and not to its physical �Imax� value. For this reason, the �Imax� symbolism will
be avoided:
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The signal drive range will, as usual, be normalized so that

0 1< <v in

and the �breakpoint� at which peaking current starts to flow is defined to be
vin = vbk, where clearly 0 < vbk < 1.

One of the features which will be explored in this section is the possi-
bility of using devices which have a nonlinear characteristic, rather than the
�linear-dogleg� assumption which is typically used. In this respect we are tak-
ing up a similar change in mindset as was applied and discussed at some
length for Class AB modes in Chapter 1 (Section 1.3). In such cases,
the breakpoint is effectively replaced by the nonlinear characteristics of the
device and ceases to be a major design parameter.

2.2.2 The Classical Doherty Configuration

For a �classical� Doherty configuration,
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With these ideal device characteristics, the choice of the circuit parameters R
and Zo is straightforward. The peaking device is inactive up to the break-
point, and the R and Zo values are chosen such that the main device voltage
reaches its prescribed maximum allowable value at the breakpoint drive level,
vin = vbk. This voltage maximum will usually correspond to the clipping level,
which in turn is approximated by the dc supply; as with any PA design, some
allowance will usually be included on the dc supply itself due to the knee or
turn-on region of the device. There may be other considerations, given that
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the DPA action enables this level to be a design parameter, rather than a
physical one. For clarity, however, we will assign the symbol Vdc to this volt-
age limit. Thus, at the breakpoint drive level, (2.5) gives

( )V V I
Z

Rm dc M
o= =



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

05

2

. (2.6)

A second relationship between the circuit parameters can be obtained by
considering the maximum drive condition, vin = 1; from (2.5), the voltage
amplitude at the main device is given by
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the value of Zo is therefore selected such that Vm has the same value at the
maximum drive as it did at the breakpoint; so

V Z
Z

R
I Idc o

o
M P= 



 −





(2.7)

Equations (2.6) and (2.7) can be solved to give
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noting that the load presented to the main device at the breakpoint is

2
4

V

I
Rdc

M

=

Note that this value is a factor of two higher than would normally be used for
a conventional linear design with no peaking device. This is a simple illustra-
tion of a novel way of viewing the action of a Doherty PA; the action of the
peaking device is to enable the use of a much higher value of load resistor for
a given main device yet still maintain similar transconductance linearity over
the whole input drive range. The specific values for R and Zo are predicated
in this case through the idealized device characteristics. In practice, both
values will be subject to some optimization. The main objective in this
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treatment of the subject is to show that useful Doherty action can be
obtained for quite a wide range of real device characteristics, some of which
do not even closely approach the ideal models chosen in this simplest and
classical analysis.

Figure 2.2 shows the results of the above analysis, in terms of the volt-
ages and currents at each device. The key feature is the maintenance of a con-
stant voltage swing at the main device in the upper regime. This will result in
high efficiency for the main device over the entire extent of the upper regime,
and a much better efficiency/backoff characteristic than would be obtained
from a conventional design. Efficiencies are not plotted at this juncture; until
some more specific details are established about the implementation of the
two amplifiers, it is not strictly possible to derive an efficiency curve. It is
another focus of the present analysis to explore a wider range of possibilities,
rather than just following the conventional assumption that the main device
is an ideal Class B PA.

Any attempt to realize such a configuration runs into an immediate
problem with the defined characteristics of the peaking PA. What appears
to be required is a device which remains completely shut off up to the
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breakpoint, which in this case is 6 dB backed-off from the maximum drive
level. Not only that, but once conduction starts, it has to make up for lost
territory and race up to the IM value of the main device, with only half
as much change in drive voltage. Radio frequency integrated circuit (RFIC)
designers have some advantages in that they can consider a different doping
or implant schedule for the peaking device. But even then, the problem
of holding the device off over all but the upper few decibels of drive power
remains. The most obvious and direct route to a possible solution is to use a
device biased well beyond its cutoff�a Class C amplifier. There are several
practical problems involved in doing this; the extent to which the device has
to remain cut off requires �deep� Class C bias, which then raises breakdown
issues. It also raises gain and device periphery issues. However, it is a starting
point and was the original method used by Doherty, with tubes, to demon-
strate this configuration.

In order to incorporate PAs with a wide range of cutoff and conduction
angles, it is necessary to recall some of the results on the basic analysis of these
modes. Figure 2.3 shows a plot of the fundamental component of current
versus sinusoidal drive voltage for various quiescent bias settings for a device
having the conventional ideal �linear-dogleg� characteristic defined in Chap-
ter 1. At first sight, the Class C (Vq < 0) curves seem to show useful possibili-
ties for realizing the peaking device characteristics, assuming that the main
device followed something close to the Class B (Vq = 0) curve. A quiescent
bias, for example, of Vq = −0.5 would result in something very close to
the required �holdoff� range shown in Figure 2.2. But if both devices are
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identical and have the same input level, the Class C peaking device would
only reach about 40% of the required magnitude at the maximum drive
point, Vin = 1. So to make this approach work, the periphery (i.e., the IP

value) of the Class C device must be increased, by a factor of about 2.5, even
if ideal transconductive characteristics are assumed.

It turns out that the peaking current drive problem is less severe when a
more generalized range of DPA cases is considered; it is possible to compro-
mise the requirements of peaking current without losing the efficiency
advantages of the configuration too quickly. But realization of the peaking
PA characteristic is a problem which appears to get worse as more realistic
device models are considered. This issue probably represents the main practi-
cal stumbling block for implementation of Doherty PAs in the modern era.
There has been a justifiable reluctance to tackle this problem using �smart�
bias adaptation, or switch/attenuator controls, because such techniques
instantly corrupt the elegant simplicity of a �self-managing� DPA. It appears,
however, that this is a step which must reluctantly be taken.

This will be pursued in due course, but for the present it is instruc-
tive to complete the analysis of efficiency assuming the use of an ideal Class B
(Vq = 0) main device and a Class C (Vq = −0.5) peaking device with
appropriate Ip scaling. The voltage, current and efficiency curves are shown
in Figure 2.4. The details of the analysis have been omitted; it is essentially a
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matter of extending the reduced conduction angle analysis shown in Fig-
ure 2.3 to include the dc components. The result is essentially the classical
Doherty efficiency curve for a symmetrical configuration and a 6-dB break-
point. The slightly sluggish start to the peaking PA conduction, caused by
the Class C operation, causes some variation in the main PA voltage beyond
the breakpoint. This also necessitates reducing the Zo value slightly in order
to keep the main PA voltage swing below the stipulated supply rail value.
The key feature is the return to Class B efficiency at the breakpoint, where
the peaking device shuts down; thereafter as the drive power is further
reduced, the efficiency drops down the conventional curve for a Class B PA.

2.2.3 Variations on the Classical Configuration

As an introduction to more generalized, and practical, implementations of
the Doherty PA, Figure 2.5 shows the use of a nonlinear device as the peak-
ing PA. This is picking up a theme from Chapter 1 (see Section 1.3) where
the concept of using a nonlinear characteristic, rather than using the cutoff of
a linear device, was explored for Class AB applications. In order to illustrate
an important point, a somewhat arbitrary device characteristic is shown. The
two device characteristics are plotted in Figure 2.5; clearly, there is a distinct
�violation� of the original requirements for the peaking device, in that the
peaking device never fully shuts down, and is palpably nonlinear. The volt-
age curves, therefore, tell an interesting story. First and foremost, the peaking
device voltage Vp still shows the ideal linear response pertinent to Class B
operation. The main device voltage shows only an approximation to the
required characteristic. The less abrupt main device voltage �cornering� will
have some impact on the efficiency, as shown in Figure 2.5. As always in
DPA analysis, the efficiency curve does not follow implicitly from the voltage
and current relationships and depends on the more detailed implementation
of the peaking device characteristic; in this case an ideal cube-law device at
zero quiescent bias has been assumed for the peaking device.

Figure 2.6 shows the efficiency backoff plot for three cases: ideal
Doherty using a Class C peaker with suitable periphery and bias offset
adjustment, a simple Class B PA, and the less-ideal peaker realization shown
in Figure 2.5. It will be seen that the efficiency impact for the nonlinear
peaker is significant but not by any means fatal. But the other issue is to rec-
ognize that the nonlinearity of the peaking PA does not show up in the final
transfer characteristic; the function of the peaker is to pull the voltage at the
main PA lower than the maximum value stipulated by the rail supply.
Indeed, once the basic principle that linearity is maintained regardless of the
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Figure 2.5 RF current, voltage amplitudes, and efficiency for Doherty PA using nonlinear
peaking device.
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device (see text and Figure 2.5); and conventional Class B performance
shown for comparison.
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the maximum peak current in the main device, the peaking device is only
producing a fundamental component of about 40% of the main device com-
ponent, IM. The result of this is that the peaking device current will always be
insufficient to pull down the main device voltage, and therefore a lower load
resistance value must be presented to it, by reducing the Zo value. This situa-
tion is shown in Figure 2.9, and is here termed Doherty-Lite.

The key point about the Doherty-Lite configuration is that a signifi-
cant improvement in backoff efficiency can be obtained with the simplest
possible circuit configuration. The efficiency plot will not, however, have the
classical �twin peaks.� We will see in Section 2.2.4 that there is a reality to be
faced with any of the �heavier� Doherty PAs described thus far, and in other
literature. Practical realization of the peaking PA function by scaling of the
device periphery and Class C biasing runs into an escalation of practical diffi-
culties. Alternatives, in the form of bias adaption and DSP amplitude con-
trol, need to be pursued. But the Doherty-Lite approach gives some more
modest benefits whilst retaining a viable and simple practical circuit. Figure
2.10 shows the peaking current and efficiency characteristics for three bias
settings of the peaking device. The benefits of Doherty-Lite operation seem
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Figure 2.9 �Doherty-Lite� PA using same device type for main and peaking functions.
(Unlabeled dotted line is conventional Class B efficiency, for comparison.
Normalized circuit element values: R = 1, Zo = 1.625.)



to have a broad optimum in the vicinity of vpq = −0.3; this gives less efficiency
improvement in the upper drive range, but quite substantial improvements
in the −10-dB backoff region, in comparison to a conventional Class B
arrangement. The power contribution of the peaking device will also be
greater as the breakpoint is set to lower PBO values.

At this point, we seem to have a configuration which is sufficiently
viable in a practical sense, to run a full scale simulation using �real� device
models. Figure 2.11 shows such a simulation, where the main and peaking
devices are identical, but the main device has been optimized for a reasonable
efficiency/linearity compromise. The peaking device is biased so that it
becomes active at about the −10-dB backoff point. There is clearly a major
efficiency improvement in the Doherty-Lite case, amounting to about 20%
in the midrange, and 10% over most of the 20-dB range. The peaking device
adds about 2 dB, rather than the full 3 dB which would be expected from
two equal periphery devices. There is also a small linearity degradation evi-
dent on the Doherty plot. This can be traded with efficiency by fine-tuning
the RF load and Zo values. This simulation, which includes detailed models
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for the devices including knee effect and output conductance, is a reassuring
result; the Doherty principle passes a modern simulator test quite well, and
the challenge remains to devise suitable peaking amplifier configurations.

2.2.4 Peaking Amplifier Configurations

It has been established, over the last few sections, that the major stumbling
block in realizing the full benefits of a DPA is the peaking amplifier function.
Indeed, it can be speculated that this is really the core reason that the DPA
has been so slow to come into more general use in the modern multicarrier
power amplifier (MCPA) era. The problem has been greatly multiplied by
a reluctance to concede that the simple approach of using input bias offset
causes too many problems, and has to be abandoned in favor of more com-
plex adaptive schemes. This reluctance is well founded. Just as with lineariza-
tion systems, the intrusion of video processing greatly reduces the potential
speed of a technique, and may even restrict the use to system level, rather
than RF level, implementation.

Clearly, at the system level, a transmitter �knows� everything about the
signal which it is about to send to the RFPA. It can therefore be fairly
assumed that it will not be much of an extra burden for the system processor
to generate, for example, a voltage which is proportional to the RF envelope
amplitude. Such a signal can be put to immediate use in a bias adaption
scheme and the peaking amplifier problem almost solves itself. A standalone
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at the same bias.



PA, on the other hand, can only obtain such information using some form of
envelope detector. Such a detector may require tens of RF cycles in order to
measure their peak value; the number of cycles required is in turn a function
of the precision required. Fortunately, unlike in linearization schemes which
will be discussed in later chapters, the precision requirements for an envelope
detector in this application are very forgiving.

Figure 2.12 shows the very modest requirements of a bias adaption
scheme for a peaking PA. The device is biased beyond its cutoff point, as in a
conventional fixed bias configuration. Once the RF drive reaches the peaking
PA breakpoint, however, the bias point is shifted monotonically with the
increasing RF drive level, so that once the drive level has reached the maxi-
mum level, the peaking PA is biased at the same point as the main PA. The
key point about this scheme is that the two devices can have the same periph-
ery, assuming a classical symmetrical DPA with a 6-dB breakpoint. In an
asymmetrical case, the peaking device does not need the large extra periphery
factor that would be needed with fixed bias. Figure 2.12 also shows that the
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linearity of such a device is actually no worse than it would be in a Class C
configuration; in any case, it has already been determined that the linearity of
the peaking device does not play a primary role in determining the overall
linearity of the combination. So although Figure 2.12 shows a linear bias
shift with input envelope amplitude, some nonlinearity could be tolerated in
this characteristic. This would be important if the bias adaption was being
controlled by a detector.

Figure 2.13 shows a simulation of a classical Doherty PA using this
form of bias adaptation; the two devices in this simulation are now identical
types. One additional feature of having a bias adaption scheme of this kind is
that the mode of operation of both amplifiers is much more flexible, and
a much wider range of possibilities opens up. For example, the simulation
results in Figure 2.13 show a main PA operating in deep Class AB, and the
peaking PA adapting to the same bias setting at maximum drive level. Figure
2.14 returns to the more idealized analysis and shows some other possible
variations, where the main PA is operated in Class A. The peaking PA starts
off in Class B and ends up in Class A due to the bias adaption. Although the
efficiency plots are not as �stellar� as typical DPA plots based on Class B
operation, the efficiency in the backed-off region is anywhere between two to
five times the efficiency of a conventional Class A amplifier, with reasonable
expectation of comparable linearity.
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2.2.5 Doherty PA Matching Topologies

In the DPA circuits analyzed so far in this section, it has been assumed that
the final RF load is a resistor of appropriate value. This is a convenient sim-
plification for analysis, and in principle only omits the details of a simple
matching network in the final practical realization. So long as the harmonic
shorts at each device are forcing a sinusoidal voltage, this will be a valid sim-
plification. In the case of the DPA, however, it is necessary to exercise consid-
erable care in applying this final step towards the realization of a practical
circuit. There is the additional issue that if quarter-wave SCSS harmonic
traps are used, the third harmonic generation may cause some changes to the
overall circuit performance.

Figure 2.15 shows one possible practical configuration. The main PA
device output network is realized by using the impedance inverter to perform
the additional function of matching, in a conventional quarter-wave trans-
former configuration. The peaking device poses a trap for the unwary, in that
no inversion is required but most conventional matching networks will sup-
ply an inversion function. This can be overcome by the use of an additional
quarter-wave section, as shown. This section can be absorbed into the match-
ing function or, as shown, the matching can be provided entirely by the first
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quarter-wave transformer. The impedance transformers in Figure 2.15 have
been designed to give the same device impedance environment as that shown
in the simulation of Figure 2.13. This used a final load resistance of 1.5W, so
that in the backed-off regime where the peaking device is inactive, the main
device load impedance is

35

15
8 2

2.

.
.= Ω

so that the required impedance transformer has a characteristic impedance of

50 8 2 20 2x . .= Ω

On the peaking side, the impedance requirement can be most easily reck-
oned by noting that at the maximum drive point both devices are generating
equal and in-phase fundamental components so that the load is evenly split
between the two sides. The peaking side can therefore be designed as if it was
independently working into a 100-W load. The required transformer charac-
teristic impedance is therefore given by

100 3 17 3x = . Ω

and the phasing inverter will require a 100-W characteristic impedance.
The final output topology looks, therefore, at first sight to be �mir-

rored� from that usually shown in a classical DPA analysis due to the invert-
ing action of the matching transformers. Figure 2.16 shows the simulated
responses of the matched DPA, which can be seen to be very similar, but not
identical, to those shown in Figure 2.13 for the more idealized broadband
load version. Although in this example the necessary transformer characteris-
tic impedances could be considered quite realizable, this will be less likely in
higher power applications. In these cases the matching function for higher
power devices will probably have the lowpass lumped element form shown in
Figure 2.17. These networks also have an inverting action, especially when
being used to transform high impedance ratios. This can be shown by recall-
ing that the resistive part of the transformed impedance, RT, shown in Figure
2.17 is given by

R
R

R
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T
o

o

C

=

+
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where XC is the capacitive reactance of the shunt matching capacitor. So for
larger transforming ratios, where

R

X
o

C







>>
2

1

R
X

RT
C

o

≈
2

which has the same inverting and transforming function as a quarter-wave
line, with the capacitive reactance replacing Zo in the expression for imped-
ance. In lower transformation ratio applications, a lowpass lumped element
equivalent is still possible using a symmetrical �pi� section (see RFPA, p. 83).

Another practical requirement is for a 90° phase compensation
between the two devices, to allow for the additional 90° phase shift which
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now appears on the peaking side. This can most conveniently be realized
using a quadrature 3-dB hybrid to divide the inputs, although care is
required to ensure that the correct phasing is employed. Unlike a conven-
tional balanced amplifier, which uses quadrature couplers on input and out-
put, the orientation of coupled and direct ports on the input connection is
no longer arbitrary.

One final point should be made concerning the simulation shown in
Figure 2.16. The model employed is that of a GaAs MESFET which has a
particularly well-behaved characteristic in comparison to some other devices
which might be considered for applications below 2 GHz. In particular, the
MESFET has very low output capacitance, which has been assumed to be
tuned out by the output matching network. This is a valid assumption pro-
vided that the output capacitance shows only small variations in between its
�on� and �pinched-off� conditions. This may become a more troublesome
issue with some device types, and at higher frequencies. Essentially, the peak-
ing device in its pinched-off condition needs to look like a comparatively high
impedance. In some cases, it may be necessary to design, or tune, the peaking
device output match such that it provides a compromise between power and
efficiency in the �on� condition and high impedance in the �off� condition.

2.2.6 The Multiple Doherty PA

The extensions and added flexibility offered by both asymmetrical DPA and
bias adaption would seem to cover a large range of options and applications.
It is therefore noted only in passing that yet another dimension can be con-
sidered, that of using more than two devices in a Doherty configuration. The
principle is illustrated in Figure 2.18. The �main� device is now a DPA in
itself. The analysis becomes increasingly cumbersome and is available else-
where [5]; it seems that experimental results have not been published, and it
would be a fair speculation that such amplifiers have never been built success-
fully in the microwave frequency range. In principle, the use of more devices
enables a flatter efficiency PBO characteristic to be obtained over a wider range
of PBO, but the practical issues of managing the bias offsets and the increasing
circuit complexity are obvious detractions. Until such time that successful and
useful implementation of the two-device DPA has been demonstrated, this
would appear to be a step in the direction of diminishing returns.

2.2.7 Doherty PA Conclusions

The analysis and simulations in this section have given a clear indication that
the Doherty technique is not only viable and potentially useful in modern
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applications, but has some interesting variations that have not been well cov-
ered in the literature. It is important, however, at this concluding stage, to
recognize that some issues remain unresolved. The tradeoff between linearity
and efficiency seems to be very fundamental, and must be respected. The
concept has been promoted in this section that the linearity of a DPA is
entirely determined by the main PA and is independent of the linearity of the
peaking PA. This is only true inasmuch as the linearities are assumed to be
entirely transconductive. In practice, and as shown clearly on the simulated
plots, the linearity of the main PA below the breakpoint will be degraded as a
result of operating at higher voltage swing, for a given power level, than in
normal operation. Nonlinear effects such as IM and ACP are caused by out-
put conductance nonlinearities as well as transconductive effects; the con-
ductance variations can be reactive as well as resistive. These considerations
all suggest that some device types may behave much better than others in
DPA mode. Although in practice the linearity of a DPA may not be as good
as a conventional Class AB design using a comparable device, the analysis
in this section has shown that this traditional tradeoff can possibly be out-
flanked; a device whose linearities are primarily transconductive can, in prin-
ciple, be used to �linearize� a peaking device which delivers most of the peak
power. As a minimum, there appear to be possibilities worthy of further
research in this area.
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2.3 The Chireix Outphasing PA

2.3.1 Introduction and Formulation

Section 2.2 has shown that at least one old PA technique can be revived to
solve modern problems; this particular old dog seems able to learn some new
tricks. Application of CAD tools not only confirms the viability of the origi-
nal technique, but also shows some new and useful variations. Sadly, this is
not the case with all such older methods. Some old dogs seem more reluc-
tant, to the extent that one has to wonder whether their tricks of old were
quite so good as contemporary reports suggest. This certainly seems to be the
modern perception on the Chireix outphasing PA technique, first described
in a much quoted, but famously indigestible paper [4].

Like the Khan EER approach, the Chireix method is not a PA as such;
it is a transmitter architecture which constructs a high-level amplitude-
modulated signal. It therefore assumes that the necessary information about
the signal is available, either in analog or digital baseband form. It also has
a central plank which is frequently mis-assigned. The construction of an
amplitude modulated signal using a pair of cw sources having a variable dif-
ferential phase offset is a technique used widely in ac systems and is not
unique to the Chireix PA. The key additional component which Chireix
claimed was the ability to reduce the dc power drawn by a pair of high-
efficiency PA devices when in a condition of high �outphasing,� that is to
say, when the two outputs are being nearly phase-cancelled in order to gener-
ate a signal at the low end of the dynamic range. This process relies, like the
Doherty PA, on the load-pulling effect of one device on the other. It is this
aspect of the Chireix technique which seems to be least appreciated and
forms the focus in this section. Although transmitter, as opposed to PA, tech-
niques are somewhat ruthlessly excluded in this book and RFPA, this par-
ticular technique requires more in-depth understanding of the PA
component itself and is therefore worthy of a more detailed review.

Figure 2.19 shows a basic configuration. Two devices are operating
into a common, differentially connected load resistor. There is a variable
phaseshifter, shown as a differential element on each device input; each ele-
ment has at least a 90° range. Clearly, if the differential phase offset between
the two device inputs is set to be 180°, conventional differential, or push-
pull, amplification will result. In this condition, the power from each device
will be fully absorbed into the RF load, and the overall efficiency will be
equal to the efficiency of either PA. If the phase shift is adjusted to zero, then
in principle the outputs from each device will phase cancel, and there will be
no power dissipated in the RF load. In practice this cancellation may not be
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perfect, and some quantitative assessment is required to determine the preci-
sion of phase control needed to achieve a given dynamic range. There is also
a more pragmatic concern about the likelihood of oscillation, and the ability
of the devices to withstand the near open-circuit loads into which they must
surely be working in this condition. On the basis of such end-point reason-
ing, it is clear that as the phase angle is adjusted from the anti-phase to the
in-phase condition, the RF loading at each device goes through a dramatic
change. It would seem appropriate to examine these functional dependencies
on the angle f.

The first of these dependencies is the relationship of the phase offset to
the output amplitude, the basic process by which AM is �constructed.� It is
an important assumption in the Chireix system that each device is a saturated
amplifier which generates a sinusoidal RF voltage having an amplitude V,
where V is closely related, or approximates to, the dc supply rail voltage. So
the voltage appearing across the RF load resistor is

( ) ( )
( ) ( )

v V V

V
o = − − +

=

cos cos

sin sin

q f q f

q f2
(2.12)

Clearly, if it were possible to construct the phaseshifters such that the phase f
had an inverse sine drive characteristic,

( )f f= −k Vsin 1

where Vf is the drive signal applied to the phaseshifter, then linear
changes in the drive signal Vf would produce linear changes in the PA output
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amplitude. Chireix, and some others since, seem to make rather a lot out of
this symbolic trick; in times of old, where such functions had to be created
using analog circuitry, this may have been a helpful step in the process
of defining suitable drive circuitry. A modern implementation would, of
course, bypass such reasoning and apply the necessary phase control using a
DSP look-up table. The issue then becomes one of precision. Figure 2.20
shows a logarithmic amplitude plot, in decibels versus outphasing angle, for
the more critical low end of the dynamic range. The plot essentially speaks
for itself; clearly the impact of requiring a 1° outphasing angle to achieve
a 40-dB dynamic range of amplitude modulation depends on the system
requirements. For an AM short wave transmitter, a legal and good fidelity
signal could be constructed using maybe only 20 dB of dynamic range; AM
transmitters do not have a requirement for maximum modulation �depth.�
This was probably the application that Chireix initially had in mind, and is
in stark contrast to the dynamic range requirements of a modern communi-
cations system. It is clear that outphasing angle precision is a major problem.

The second dependency is the load-pulling effect; the impedance
viewed by each device as the outphasing angle varies. Figure 2.21 shows the
circuit typically assumed for this analysis, both by Chireix and others [4, 6].
Once again, the critical and idealizing assumption is made that each device is
in a state of heavy rail clipping and as such can be considered to be a RF volt-
age source. The very limited validity of this assumption turns out to be a
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significant flaw in the realization of the attractive theoretical possibilities it
creates. The circulating current in Figure 2.21 is given by

i
Ve Ve

R

j j
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− −f f

so that the impedance presented to device �A� is given by
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and performing a series to parallel transformation, the impedance ZA can be
represented as a shunt resistance Rp, where
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and a shunt reactance Xp, where
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These impedances are plotted, with values normalized to R/2, in Figure 2.22.
Also included in Figure 2.22 is the power backoff, in decibels, as a function
of outphasing angle.

These plots are worthy of close scrutiny, since they represent a major
practical drawback of the Chireix method. They go some way towards
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explaining why attempts to realize this kind of PA configuration can run into
problems. Essentially, almost as soon as any outphasing action is attempted,
the load impedance becomes highly reactive. A 45° value for f gives only
3-dB power reduction, yet the reactive component already equals the real
component. Beyond this point, even modest power-down values result in a
widely varying range of almost entirely reactive impedances.

2.3.2 Discussion, Analysis, and Simulation

It is a matter of practical experience that RF power transistors do not �like�
reactive loads. The plots in Figure 2.22 show that each device in a Chireix
configuration will experience mainly reactive loads, beyond about the 3-dB
backoff point. This problem is not a just simple issue of device stability and
ruggedness. The reactive loads pose a much bigger question as to whether the
saturating device still behaves like a voltage source. But if it were somehow
possible to resonate out the reactive component of the outphasing imped-
ance, the system would have some attractive possibilities. This is illustrated,
through an actual simulation, in the waveforms shown in Figure 2.23.
This shows a device operating in �Class FD� mode, as described in RFPA
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(Chapter 4). As the load resistor is increased in value, the voltage waveform
remains essentially a rail-to-rail square wave, and the peak current drops. So
increasing the load resistor reduces the RF power, but simultaneously the
mean current will drop as well, thus maintaining good efficiency, as shown in
Figure 2.24. This shows the intended action of the Chireix combiner, as the
configuration is sometimes called. Unfortunately, the simultaneous presence
of a dominating reactive component significantly changes this rather clean
performance.
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Figure 2.23 Simulation of �Class FD� PA using low parasitic device; once hard clipping
starts, the device current becomes mainly a function of the RF load value
(same input drive level in each case).



Chireix proposed the use of an additional shunt reactance across each
device in order to resonate the out-phasing reactance at a single chosen value
of f. Figure 2.25 shows an impedance plot with two values of f chosen for
the resonance point. It can be seen from these plots that the resonance can
only be made effective over a fairly narrow range of f; the efficiency would
be expected to show a sharp peak coinciding with the resonance. We will,
however, refrain from reproducing the corresponding PBO efficiency analy-
sis given by Chireix, and others [4, 6]. In a practical circuit, the efficiency is
degraded by other effects, and the utility of the compensating reactance is
questionable. But before talking realistically about efficiency, the voltage
source assumption must be cast aside in favor of a full simulation using real
device models. It will be seen that the reactive load and the finite �on� resis-
tance of each device conspire further to degrade the performance of this
configuration.

Figure 2.26 shows the schematic used for a simulation. A �real� model
for the transistor is used, in fact the same GaAs MESFET device which was
used extensively in RFPA for simulation of Class AB circuits.1 It should be
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fairly noted that this particular device has very low parasitic reactances for the
simulation frequency used (850 MHz). It also has plenty of gain, so no actual
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input matching is shown. This is a realistic situation, and an advantageous
one, when using technologies such as GaAs MESFET, HBT, or Silicon Car-
bide MESFET at frequencies below 2 GHz. Unfortunately, the compara-
tively large parasitics in a Laterally Diffused Metal Oxide Semiconductor
(LDMOS) device reduce the scope for success in these kinds of application.
For simulation purposes, and clarity, the circuit elements have been kept to a
minimum. In particular, the RF load is shown as a physical resistor of suit-
able value, rather than a 50-W termination and a matching network. The key
point to note is that the load resistor will not, in general, have a virtual
ground at its midpoint; the action required in this circuit is to force the cir-
culating current to flow through both devices. This has some important
implications for the realization of the necessary balun to convert the output
into an unbalanced (coaxial) signal; this issue will be discussed in due course.
The intent is to maintain Class FD operation, with each device hard-clipping
on the supply rails (see RFPA, Chapter 5), so that the current at each device
is mainly a function of the driving point impedance. The critical element to
achieve this is the even harmonic short circuit, realized here as a thoroughly
practical quarter-wave short circuit stub (SCSS). The Chireix compensating
reactances will also be in shunt with each device.

Figure 2.27 shows a set of simulation results, initially with no compen-
sation reactance. The immediate conclusion is that it basically seems to work.
The action predicted by the idealized analysis can, in a quantitative sense, be
clearly seen. As the outphasing angle f is reduced from the anti-phase value
of 90°, the RF output power goes down, but so does the dc supply, giving a
major improvement in PBO efficiency. In fact, a more detailed examination
of the waveforms in these simulations would seem to indicate that the physi-
cal action is not exactly as explained by the simple model using voltage gen-
erators. This does not affect the validity or usefulness of the simulation, but
seems worthy of further study. Figure 2.28 shows some power-efficiency
plots, including the effect of adding compensation reactance. Here we see a
substantial problem; higher efficiency can be obtained, but this trades
severely with dynamic range. Clearly, the asymmetry of the circuit interferes
with the cancellation process. It is possible that this problem can be reduced
by suitable offset of the differential phase settings, but the simulation seems
to indicate that there is a fundamental tradeoff issue here. Once again, it is
important to recall that old analog AM transmitters did not necessarily
require deep AM to be applied to the carrier; fidelity could be maintained
over a very shallow modulation depth, provided that the signal would always
be received at a strong level. This is an assumption that can usually be made
in commercial broadcasting. Modern high-density communications systems
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require much more dynamic range for the AM component, and this aspect
of the Chireix system emerges as the most problematic. Nevertheless, the
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efficiency plots of Figure 2.28 compare very favorably with any other tech-
nique for envelope efficiency management, despite the fact that the system
requires no additional current-hog such as the power converter in a Khan
system.

The circuit used for this simulation is still somewhat idealized. One
aspect which should be discussed is the need for a differential RF load. It is
fair to speculate that the use of an inappropriate balun may have contributed
to the lack of success in attempts to realize a circuit of this kind. The key
issue is that the balun must float both input connections from the ground
connection, and not place a ground at the midpoint of the resistor. This can
be seen by reconsidering the schematic, Figure 2.18, and the analysis leading
to (2.13). The voltage measured from the ground connection to the center
point of the load resistor is given by

{ }V
V

e e

V

c
j j= +

=

−

2
f f

fcos

so that this point becomes a virtual ground only when f = 90°, the conven-
tional push-pull condition. A push-pull amplifier can tolerate, and indeed
may benefit, from a physical ground connection at this point. For example,
at microwave frequencies it is common practice to use a power splitter and
phaseshifter in order to make a quasi-balun, which is in effect just a power
splitter having a 180° phase shift on one arm. Such a device would com-
pletely remove the load-pulling action by introducing high isolation between
the two combining ports. It is an irony that all of the standard designs for
microwave power combiners have been devised with a goal of maximizing
such isolation between the combining devices.

Unfortunately, the requirement for a �true� balun whose inputs com-
pletely float above ground is quite challenging in a microwave context. The
most promising approach is the balun structure shown in Figure 2.29. The
outer of the coaxial section forms a quarter-wave SCSS and therefore pres-
ents an open circuit to ground at the input port. The inner section is com-
pletely shielded from ground and so the net effect, at the center frequency,
approximates to the required balun action. The bandwidth of such an
arrangement is strongly dependent on the characteristic impedance of the
airline formed between the cable sheath and the ground plane. Increasing the
spacing, or decreasing the cable diameter both lead to physical manufactur-
ing and electromagnetic discontinuity problems, but a compromise can usu-
ally be found for bandwidths up to about 10%. It should be noted that since
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the balun will probably be realized at the 50-W level, a balanced matching
network will be required, as also shown in Figure 2.29. This is actually a
good deal more convenient in its practical realization than the ubiquitous
unbalanced networks, the ground points of which can introduce unwanted
parasitic inductance.

This simulation indicates that this technique is viable for applications
which require less than about 30-dB dynamic range in the AM component.
It seems, however, that no such device has ever been built in the microwave
frequency range.

2.3.3 Variations

The Chireix technique has one principal variation, which seems to have been
the focus for most of the published literature on the subject. Essentially, this
variation is to use the basic outphasing action to construct an AM signal, but
to use a simple power combiner rather than a Chireix common load connec-
tion. Thus the key load-pulling action of the Chireix configuration is dis-
carded. Such a configuration, shown in Figure 2.30, will offer no efficiency
management; at low points of the envelope amplitude the power from the
two PAs will be largely wasted, and dissipated in the �dump� port of
the combiner. Thus the PBO efficiency curve shows a simple linear inverse
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relationship with the power, shown in Figure 2.31. For example, even for a
PA giving 80% efficiency at maximum output, the efficiency at the 10-dB
turndown point will be 8%. This is considerably worse PBO efficiency per-
formance than that which can be obtained from a Class AB amplifier. On the
other hand, the configuration offers a clean approach for accurate and highly
linear control of the AM using a suitable DSP driver. In this respect, direct
comparison with a Class AB PA is inappropriate, due to the much higher
potential linearity of the DSP controlled outphasing system. Such an AM
control method would not require the added complexity and power wastage
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of the power converter required in a Khan system. It has even been proposed
that the power dissipated in the combiner could be retrieved using an RF
detection scheme [7].

Another variation is a hybrid arrangement using both Khan and out-
phasing methods together. This would be a potential way of solving the
outstanding weakness of a simple Khan transmitter, which is the limited
dynamic range. One possibility would be to have a number of fixed-supply
voltages available. Outphasing could be used at each supply voltage to give,
say, a 6-dB AM control range, and then the supply would be switched to the
next voltage level, where the same range of outphasing would be repeated to
obtain another 6-dB range with essentially the same efficiency. Figure 2.32
illustrates, in principle, the general form of PBO performance that should
be possible. The key point here is that a limited number of fixed-voltage
supplies could be generated at very high efficiency using standard switching
power supply design methods. Figure 2.32 shows that the maximum effi-
ciency will probably drop at each downward supply voltage step.

2.3.4 Chireix: Conclusions

Under the scrutiny of a modern CAD simulator, the Chireix outphasing
technique appears to be capable of useful performance. Questions remain,
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however, about the validity of the simple model which is frequently used to
describe its action. The key element, which may have been missed by some
workers in attempting experimental evaluation, is a floating common RF
load between the devices. This entails unorthodox balun and matching net-
work design in order to force the fundamental current component to flow
through both devices. The kind of amplifier mode is also important; in order
to approximate the necessary RF voltage source, an amplifier design is
required in which the device is hard-clipping under all conditions. The
downside of the technique is that limited dynamic range is available, espe-
cially if reactive compensation is used. Reactive compensation, a key element
proposed originally by Chireix, does appear to have a potential role in
improving the PBO efficiency characteristic. Even without reactive compen-
sation, the PBO efficiency characteristic is attractive and very competitive in
comparison to other techniques under this general heading.

Simple outphasing, using a power combiner and DSP phase control,
may still offer some potential for using nonlinear PAs in linear applications
(LINC). In all cases, however, these methods are transmitter techniques
which require prior knowledge of the signal. In this sense they should not be
compared directly with amplifier techniques.
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3
Some Topics in PA Nonlinearity

3.1 Introduction

The modeling and simulation of PA nonlinearities, and in particular the
impact these nonlinearities have in a modern digital communications system,
are a current topic of intensive research worldwide. It is the subject of entire
books and symposia, which on closer study seem frequently to conclude that
more research is needed before even quite simple questions can be answered.
It should therefore be stated clearly at the outset that this chapter does not set
out to provide all the answers, and in particular does not attempt to cover
the subject of modern digital modulation formats in an analytical or tutorial
manner. What is presented here is a short list of relevant topics, some of a
tutorial nature and others which may provide some new, or different, insight
into certain aspects of a very challenging and difficult subject.

The main focus is on the so-called envelope simulation approach to
nonlinear system simulation, and the associated PA models. These models
are typically very different from those used to simulate the PA itself at com-
ponent level, representing a higher level of abstraction. There is also a more
general issue of whether polynomial functions are even appropriate for
modeling the nonlinear characteristics of RFPAs. Effects such as asymmetri-
cal IM and ACP spectral response, for example, cannot be predicted using
the Volterra formulation in its standard form. An experimental technique
will be described for evaluating, and characterizing, such asymmetrical
effects. Finally, the central issue of high peak-to-average power signals and
the impact of clipping their �infrequent� peaks will be discussed.
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3.2 A Problem, a Solution, and Problems with the Solution

Figure 3.1 shows a magnitude and phase plot of a typical digital communica-
tions signal. Depending on the modulation system, such diagrams change in
their detailed form, but in general several obvious comments can be made:

• The peak power is substantially higher than the mean power.

• The peak power is reached infrequently.

• The amplitude may, in some cases, be constrained never to reach
zero (not actually in the example shown).

• The time trajectory is clearly driven by a distinct �beat,� or symbol
clock.

• The symbol clock rate is at least two orders of magnitude slower
than the underlying RF carrier.

• There are two �time domains�: the time domain in which the indi-
vidual RF carrier variations can be resolved, and the �envelope�
domain, where the modulation of the carrier can be resolved.
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• Distortion of any kind, either in the amplitude or in the phase, will
result in spectral spreading of the signal.

There are also some less obvious comments:

• Although the transmitted signal follows a continuous trajectory, the
demodulation process occurs at specific �constellation points.�

• Distortion of the signal may not necessarily degrade the demodula-
tion process.

• There is a third time domain of importance, the �measurement�
domain, which represents the timescale on which the various meas-
urement instruments accumulate, or average their readings.

It is the difference, of maybe six orders of magnitude, between the RF time
domain and the measurement time domain, which poses a formidable prob-
lem in attempting to simulate a measured system response to signals of this
kind. In order literally to simulate the task performed by a spectrum analyzer
sweeping at a 1-kHz bandwidth, a 2-GHz RF system simulator has to run for
at least 106 RF cycles, each of which has to be further subdivided into suita-
bly small time samples. Papers in the literature which claim to simulate the
ACP response of an RFPA admit, in some cases, to require hours of the fast-
est computation time. Yet an actual measurement takes only a matter of mil-
liseconds. One could speculate that here lies an old divide between digital
and analog computation, but this is not a favored viewpoint in the digital era.

In attempting to reduce the computation time to more manageable lev-
els, a number of shortcuts have been devised. Each of these involves either
simplifying physical assumptions, or the rejection of �redundant� informa-
tion. Either way, caution must be exercised in placing too much reliance on
the results. The most popular simplification, which has been the main simu-
lation tool used over the last decade or so, is the so-called envelope domain
simulator. This approach typically makes at least three major assumptions:

• The system is quasi-static in its response; the amplitude and phase of
the output signal are the same for a given input RF carrier ampli-
tude, regardless of how quickly they change, and are independent of
previous �history.�

• The timescale on which perceptible changes in the RF envelope
occur is very slow in comparison to the RF time domain; this
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implies that signals have �narrow� bandwidths when viewed in the
RF spectral domain.

• The simulation bandwidth is restricted, by suitable filtering, to the
immediate vicinity of the signal itself.

With these assumptions, the system can in principle be simulated following
the process illustrated in Figure 3.2, and summarized as follows:

1. The AM-AM and AM-PM response of the PA is measured, on an a
priori basis, using a cw signal source having a swept power range
equivalent to the dynamic range of the desired signal.

2. The desired input signal is �created� in the envelope time domain.

3. At suitably closely sampled times in the envelope domain, the
instantaneous amplitude and phase of the signal are determined
from (2).

4. The AM-AM and AM-PM response is used, either in the look-up
table (LUT) or in algorithmic form, to supply the gain compression
and AM-PM at the current signal amplitude.

5. The output signal response at this instant of envelope domain time
is constructed, using the gain and phase shift obtained in (4).
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6. The resulting output signal can be processed to obtain whatever
information is required; this will usually include error vector mag-
nitude (EVM), and fast Fourier transform (FFT), adjacent channel
power (ACP), and mean power.

Note that the process generates both the amplitude and phase of the output
signal as a function of envelope domain time. Clearly, the time samples have
to be sufficiently close in order to obtain the desired spectral integrity.

The above process is appealing, inasmuch as it can be implemented by
an RF engineer using measured PA data and a PC running a commercial
math solver [1]. It also forms the basis for several commercial system simula-
tion packages. There was a time, perhaps somewhere in the mid-1990s, when
there was an uncomfortably large consensus that this was a true simulation
process, having the same unimpeachable �correctness� as, say, the frequency
response of a filter computed on a linear RF simulator. Unfortunately, the
underlying assumptions relegate this technique to the ranks of �approxi-
mate� methodology: simple, understandable, intuitive, and most certainly
useful�but not the final answer.

The biggest problem concerns the quasi-static assumption in the
response of the RFPA. There are also some more subtle problems associated
with the band-limited assumption that is implied in (2) above. The most tan-
gible, and very troublesome, practical foundering of both assumptions is the
inability of the envelope simulator to predict asymmetry in the IM or ACP
response of an amplifier. This will be discussed in Section 3.5, along with
some experimental data. Section 3.3 covers some important background
material which has a wider relevance to nonlinear modeling methods.

3.3 Power Series, Volterra Series, and Polynomials

In times of old, the �power series� ruled the nonlinear RF world. Two-tone
third-order intermodulation products (IM3s) had 3:1 slopes and intercepted
the single tone linear response at a power level 9.6 dB higher than the 1-dB
compression point. The reason, we were told in our youth by a pious senior
member of technical staff, is that these effects are caused by third-degree
nonlinearities. A surreptitious reference to the nearest available source con-
taining the appropriate trigonometric formulae confirmed that the expansion
of (cosw1t + cosw2t)

3 does indeed include terms in cos(2w2 � w1)t and
cos(2w1 � w2)t. Unfortunately, such references will usually not stretch to a
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fifth-degree expansion, and the vital recognition that IM3s can be generated
also by higher degrees of nonlinearity than the third can be missed.

In fact, in the world of receivers, the simple third-degree results are
accurate enough and are still widely used. A receiver in normal operation has
signal excitations which are so small in comparison to the standing current
and voltage bias points of the various active devices that third-degree effects
dominate all of the nonlinear behavior. The intercept point and even the
1-dB compression point are just extrapolations, it being inconceivable that
such signal levels would ever be reached in practice in a receiver application.

Clearly, this picture changes with an RF power amplifier. The 1-dB
compression point may well lie inside the operating power range, and
higher-degree nonlinear effects not only become significant, but can even
dominate the nonlinear behavior. AM-PM effects start to become another
important source of spectral distortion and demodulation errors. The IM
power backoff (PBO) curves show more complex behavior, which may
include null points and �plateaux.� The issue of whether the traditional
approach can be extended to handle this more complex situation has devel-
oped, in recent years, into something of a factional debate. The factions can
be roughly categorized as follows:

(a) The traditionalists, who look no further than two-carrier testing,
and still believe in constant IM slopes and intercept points;

(b) The neo-traditionalists, who believe that PAs can still be usefully, if
not exactly, modeled using a Volterra, rather than a power, series
which includes some higher-degree polynomial terms;

(c) The radicals, who assert that polynomial formulation breaks down
when attempting to model something as nonlinear as an RFPA,
especially Class AB PAs, and that either alternative methods need
to be developed, or analytical treatment must retire and let com-
putational number-crunching take over.

In this book, we take the neo-traditionalist position, (b). In radio frequency
applications, there is fundamental justification for staying with a polynomial
approach. The frequency domain, with its sinewave generators, bandpass
filters, and spectrum analyzers, gives integral polynomial powers and coeffi-
cients tangible and measurable reality. The fact that some kinds of device
may have characteristics that are more readily modeled by some other mathe-
matical function is only of intermediate use if the final characteristic is to be
transformed into the frequency domain; the FFT process itself infers a set of
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polynomial coefficients in the determination of harmonic frequency compo-
nents. There are, nevertheless, some limitations to this approach. In particu-
lar, amplifiers which have substantial nonlinearity at the low end of their
power range as well as the high end do pose serious problems. Class B, or
deep Class AB PAs, clearly can exhibit this behavior to some extent.

While recognizing that this intermediate position will run into prob-
lems with some amplifier types, it should also be acknowledged that the use-
ful range of the technique is highly dependent on the manner in which the
polynomial coefficients, and the truncation of the power series, are derived.
One of the proposals in this chapter is that more focused effort should be
directed at using two-carrier tests to derive polynomial models rather than
single-carrier gain and phase sweeps. A simple two-carrier test at the peak
power level of a PA can give a firm indication as to how many degrees of dis-
tortion need to be included in the model. PBO sweeps of the various orders
of IM can then be used to deduce a power series, and if phase information
is available, the full Volterra series can, in principle, also be determined. In
order to address this more challenging situation, an important first step is to
recognize that the power series coefficients need to be vectors. This is the
Volterra series formulation [2�5], which is now briefly reviewed.

Figure 3.3(a) shows a typical output spectrum for a PA, with a two-
carrier input signal. The spectrum represents, approximately, a well-designed
amplifier running around the 1-dB compression point. Clearly, there are
third- and fifth-order IM products. Figure 3.3(b) shows a more conceptual
plot, in which the individual spectral outputs are broken into separate com-
ponents, each coming from a different degree of nonlinearity. For example,
the third-order IM product has two components, one from the third-degree
nonlinearity and another from the fifth degree. Each fundamental output has
three components: the linear term, and a third- and a fifth-degree nonlinear
contribution. All of these spectral components can be characterized by a sim-
ple power series for the amplifier,

( ) ( ) ( ) ( )v t a v t a v t a v to i i i= + +1 3
3

5
5 (3.1)

Note that because it is assumed that the amplifier has a narrow fractional
bandwidth, greater but comparable to the carrier spacing, only odd-order
nonlinearities will generate in-band distortion products. This particular
simplification can cause justifiable consternation, for example, in a Class AB
amplifier which relies heavily on second-degree effects for its operation. This
is where it is important to recognize that in this model we are working at the
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highest level of abstraction, at least one and maybe two levels higher than
that which is typically used when designing the amplifier circuits. Equation
(3.1) is entirely �behavioral� and is simply offered as a convenient formula-
tion for fitting an a priori set of characterization measurements. It may even
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happen that within the amplifier, second-degree effects may themselves affect
the level of third-degree distortion products. This was discussed in RFPA
(Chapter 4), and is a direct consequence of inadequate harmonic termina-
tion. This, however, in no way violates the ability of (3.1) to model the final
terminal characteristics of the amplifier.

In fact, there is no fundamental objection in including even power
terms in (3.1), if this appears to improve the fit between the model and the
measured data. But such terms will be �inert� as far as computations for
close-to-carrier IM and ACP distortion are concerned. There are, however,
some flaws in the simple formulation of (3.1). If even-power nonlinear
processes are present within the device, there will be variations in the �dc�
conditions.1 In particular, a device which has significant even-degree distor-
tion will show a low-frequency ac component on its �dc� supply. If this low-
frequency component is allowed to interact in any way with the rest of the
circuit, there may be some effects on the close-to-carrier odd-degree distor-
tion which the simple formulation of (3.1) is not able to model. Such effects
include asymmetry in the IM upper and lower sidebands, and will form the
subject of Section 3.5. A more immediate and serious flaw, however, is the
inability of (3.1) to model AM-PM effects. This can be resolved using a more
general form of (3.1) proposed by Volterra [2].

For an input signal having the form

( )v t v t v ti = +cos cosw w1 2

it is clear that the third- and fifth-degree expansions of (3.1) will contain fun-
damental terms which are proportional to v 3 and v 5, respectively. There will
also be terms at the third-order IM frequencies, (2w1 � w2) and (2w2 � w1),
proportional to v 3 and v 5. Specifically, at each fundamental, the output is

( )v a v a v a v tofund = + +





1 3
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5
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25
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and at a third-order intermodulation (IM3) frequency, the output is

( )v a v a voIM 3 3
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It is in the summation of the individual components at each frequency that
the Volterra series takes a crucial step towards higher generality; each degree
of nonlinearity is defined to have a characteristic phase angle, j1, j3, j5,
respectively. These angles are additional parameters which characterize the
system, and may have any value between �p and p. The summation of the
components now has to be performed vectorially, as illustrated for the funda-
mental case in Figure 3.4. Volterra�s postulation was that weakly nonlinear
systems could be thus represented, the key point being that the phase angles
are constant parameters, whatever the excitation.2 Figure 3.4 shows the sim-
plest possible case, where only a third-degree nonlinearity is added, at its
characteristic phase angle j3, to the fundamental. The resultant, through its
phase angle j3 shows an increasing departure from the original linear phase
(j1 is taken as the horizontal reference phase direction) as the drive level is
increased; this is of course the measurable process of AM-PM, giving a phase
shift angle f at the specified drive level.
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2. Volterra used a slightly more general formulation with a characteristic time delay for each
degree of nonlinearity.



At a utilitarian level, the Volterra series is able to model the AM-AM
and AM-PM distortion of a typical power amplifier, well into its compres-
sion region. An important issue is how many polynomial terms are required
in a typical case. The widespread availability of polynomial curve-fitting rou-
tines in commercial mathematical software packages seems to have spawned
something of a cavalier attitude in this area; ��might as well use fifty terms
rather than five, the computer doesn�t care�� would be a characterization of
this phenomenon. There are however some severe hazards in creating curves
using excessively high-degree polynomial functions. In particular, applica-
tions which will be using many derivative orders of the modeled curve
require special care which is not always provided by the software package.
We will return to this issue shortly; however, for the present time it is
instructive to observe the kinds of PA characteristics which simple third-, or
third- and fifth-, degree Volterra series can generate.

Figure 3.5 shows the simplest case of an amplifier with only third-
degree distortion, driven up to its 2-dB compression point. The AM-AM
response has a compression characteristic which is probably �softer� than a
typical PA design; this can be resolved by using some higher-degree terms.
The AM-PM response also shows a characteristic shape, with a scaling factor
which relates to the value of j3. Imagining that three cases of j3 (180°, 160°,
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and 140°) correspond to separate physical amplifiers, it is important to rec-
ognize that although each amplifier displays the same AM-AM characteristic,
the a3 coefficients will be different in each case. This effect can be seen clearly by
looking at the vector plot shown in Figure 3.4. At any given level of gain
compression, the length of the �error vector,� which in this case is just a
third-degree term, will increase as the angle j3 departs from 180°. This
means that the value of a3 will be higher for the amplifiers which display
higher AM-PM. Thus these amplifiers will also display higher levels of IM3,
at a given drive level, since the IM3 terms are proportional to the a3 value. In
this sense, the contribution of AM-PM to the IM level in an amplifier can be
quantified. It is important to note that in this formulation, the AM-AM and
AM-PM distortion are each functions of both a3 and j3. If, by some means, it
were possible to take the amplifier with the highest AM-PM distortion (the
case j3 = 140°) and physically remove or neutralize the AM-PM, then both
of the Volterra coefficients, a3 and j3, would have to be changed.

It is worth noting here in passing that the modern trend towards speci-
fying power amplifiers using the error vector, and in particular its magnitude
[error vector magnitude (EVM)] is well supported by the above analysis. The
vector approach recognizes that AM-AM and AM-PM are both manifes-
tations of a fundamental process of distortion which is not adequately
described by the ubiquitous gain compression specification method.

Figure 3.6 shows a more representative PA gain compression and char-
acteristic. This was generated using a Volterra series which contains third-
and fifth-degree terms.

The fifth-degree term takes off in the vicinity of the 1-dB compression
point and gives the characteristic more realistic sharpness. This added dimen-
sion of nonlinearity enables a much wider range of observed PA characteris-
tics to be modeled, at least in terms of capturing their essential features.
Figure 3.6 represents a very �well-behaved� characteristic, perhaps what
might be expected from an optimized Class A design. In Chapter 1 it was
shown that Class AB amplifiers can display a gain compression characteristic
which shows a substantial range of low (less than 0.5 dB) compression,
extending perhaps 6�10 dB down from the onset of saturation. Figure 3.7
shows a range of AM-AM characteristics, which can be modeled using suita-
bly chosen values for a3 and a5, which show this feature. Figure 3.7 also
shows the possibility of some mild gain expansion prior to the final satura-
tion. This is quite a common practical observation, although the possible
thermal origin for this behavior raises questions about the quasi-static
assumption which underlies the use of a model of this kind.
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Figure 3.8 shows a corresponding set of AM-PM curves; these can be
obtained for essentially any of the AM-AM curves in Figure 3.6 by suitable
choice of j3 and j5 coefficients. The three permutations of sign for j3 and j5

result in the curves shown in Figure 3.8; scaling of each parameter will pro-
duce greater or lesser overall magnitudes of AM-PM. The reversal of direc-
tion in AM-PM in the vicinity of the 1-dB compression point, caused by j3

and j5 having opposite signs, is also a common experimental observation.
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All of the curves in Figures 3.7 and 3.8 have been obtained by specify-
ing a gain compression (or expansion) level at a chosen PBO level. Figure 3.7
was drawn using compression values of −0.5, −0.25, 0.05, 0.25, and 0.5 at
the 6-dB backoff point, �backoff� being specified as measured from the 2-dB
compression point in each case. So if these curves, and the underlying fifth-
degree Volterra series equations, were being used to fit experimental meas-
urements, only two power levels will be modeled precisely. Clearly, if higher
degrees of nonlinearity are added, the number of precisely modeled points
will increase in a corresponding manner.

This does not, however, guarantee that the model will do a better job.
A simple, albeit possibly trivial, example of this is shown in Figure 3.9. This
curve is generated using the same routine as in Figure 3.7, but an attempt
was made to specify a higher compression level (1 dB) at the 10-dB backoff
point in order to generate a softer characteristic. The two �exact� points are
still modeled precisely, but the curve as a whole would obviously be useless as
a model. This effect can actually be more dangerous when a higher-degree
polynomial is used. This enables more �exact� points but opens up possibili-
ties for some unrealistic gyrations between the fitted points. Some commer-
cial curve-fitting routines recognize this problem and fit different polynomial
functions to different parts of the data plot. The separate sections are blended
together by forcing the derivatives to match up at the interface points. Such

86 Advanced Techniques in RF Power Amplifier Design

Input power (2 dB/div))

AM-PM
(5 /div)°

0

10°

− °10

j j3 5= =140, 140
j j3 5= − =140, 140
j j3 5= − = −160, 160

Figure 3.8 Fifth-degree AM-PM responses.



�spline curve� routines are useful for drawing a smooth line through a set of
data points, but clearly do not give a closed-form analytical model. In gen-
eral, a polynomial curve fitter for this application has to work on the data
plot asymptotically, rather than on a basis of hitting individual points.

It is not clear whether all, or even any, of the polynomial curve-fitting
routines which form part of commercial math software packages are suffi-
ciently sympathetic to these special requirements. It is therefore necessary to
re-examine the subject, using physical rather than numerical considerations.
In particular, it would seem an intuitively reasonable assumption that if, say,
the 51st-order IM products are of no physical or measurable significance for
a given device under a given set of limiting conditions, a 51st-degree poly-
nomial is an inappropriate model. So a good starting point in deciding the
required degree of polynomial is a physical measurement, rather than an
arbitrary numerical selection. One of the great advantages the PA modeler
has is easy access to accurate experimental data on the derivatives of the
device characteristic. This is, of course, the swept power IM data, which for a
PA application is readily available at much higher levels of precision than the
swept gain and phase characteristic.
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The question of precision emerges as the core problem in using the
AM-AM and AM-PM characteristics as the experimental data basis for deter-
mining the Volterra coefficients. This is illustrated in Figure 3.10. A PA gain
compression characteristic is shown which has been generated using a power
series with third-, fifth-, and seventh-degree components:

v a v a v a v a vo = + + +1 3
3

5
5

7
7

with a1 = 1, a3 = −0.2, a5 = 0.2, a7 = −0.15.
Figure 3.10 shows another gain curve, which at every point over the

20-dB PBO range lies within 0.05 dB of the actual curve. This second dotted
curve has the parameters

a1 = 1, a3 = −.13, a5 = −0.2, a7 = 0

which will clearly yield a very different set of IM plots, as shown in Figure
3.11. Obviously, the �dotted� fifth-degree model will show no IM products
of a higher order than 5. Although the IM3 plots are somewhat similar, there
is clearly a large and easily measurable discrepancy in the IM5 plots. The gain
plots, however, are clearly already drawn at the limit of resolution for a typi-
cal vector analyzer measurement. Although averaging techniques may be
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used to improve the resolution, this would appear to be a step in the wrong
direction for dynamic applications, which demand faster sweep speeds. It is
apparent that two-carrier measurements offer a much sounder basis for deter-
mining Volterra coefficients than single-carrier gain and phase measure-
ments. This forms the subject of Section 3.4.

3.4 Two-Carrier Characterization

The two-carrier, or �two-tone� test has a long history. Fundamentally, it
is a convenient method of generating an amplitude-modulated carrier with
essentially no distortion. Any attempt to create AM using some form of
modulator runs into the problem that the signal will have distortion due to
the nonlinearity of the modulator. In modern communications applications,
the two-carrier test has been largely replaced by tests using the actual modu-
lation system in use. Obviously, such testing is essential, both during devel-
opment and in production, for determining specification compliance on a
product. This section explores the concept that the two-carrier test still has
much potential value as a characterization tool.
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Figure 3.11 Fifth- and seventh-degree IM characteristics (gain responses shown in Fig-
ure 3.10).



Returning to Figure 3.11, this simple example is a demonstration of the
value of two-carrier IM plots in giving more direct, and more accurately
measurable, information relating to the power series coefficients. Unfortu-
nately, the IM amplitudes are only half of the story. Spectrum analyzers do
not measure phase, so the hapless modeler is forced back to the single-carrier
gain response, where phase information is available using a vector network
analyzer. In fact, some modern network analyzers3 can be configured to make
IM phase measurements, and in any case it is not so difficult to conceive of a
test setup which could do such a job. Figure 3.12 shows the result that such
a measurement would produce, using the original seventh-degree device
model, but with the phase angles changed to more realistic values so that
AM-PM effects are included:

a1 = 1, a3 = 0.2, a5 = 0.2, a7 = 0.15,

j1 = 0 (relative), j3 =150°, j5 =10°, j7 =170°
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Figure 3.12 Seventh-degree IM characteristics, AM-PM effects included.

3. In particular, vector signal analyzers can usually be harnessed into making such
measurements.



It seems clear that these plots contain the information required to
derive a set of values for the Volterra coefficients, in a more directly accessible
form than a simple gain and phase plot. First and foremost, the degree of
polynomial truncation can be reasonably set to coincide with the highest
order of IM product which has a measurable magnitude at the peak power
level of the system. The Volterra angles, jn, can in principle be obtained
directly from the asymptotic values they have at well backed-off levels. The
magnitudes can then be modeled by scaling and combining the various indi-
vidual IM slopes. It is important to note the part the Volterra angles play in
shaping the IM characteristics. For example, comparing Figures 3.11 and
3.12, the original deep null in the IM5 plot is suppressed in Figure 3.11 due
to the non-phase opposition of the j5 and j7 angles (150°, 10°). But the
abrupt shift in the IM5 phase angle still clearly indicates where the IM5
becomes dominated by the seventh-degree nonlinearity.

Clearly, the derivation of the Volterra coefficients from the IM plots
will involve a fitting algorithm that can be �seeded� with a rough guess based
on simple graphical constructions. Fitting a polynomial characteristic to IM
plots does require some additional mathematical homework, which is pre-
sented here since it may not have appeared anywhere else; the extension of
the necessary trigonometric expansions up to powers higher than the third
and fifth can be laborious and math solvers cannot always rise to the task.

Representing a two-carrier excitation in the form

( ) ( )v v v

v
in c m c m

m c

= − + +
=

cos cos

cos cos

q q q q

q q2

where qm = wmt represents the amplitude modulation, and qc = wct, the RF
carrier.

The odd-degree power series for this input signal has the form
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so that the n th degree term can be written as

v a von n
n n n

m
n

c= 2 cos cosq q (3.3)

The odd degree expansion of cosnθ can be obtained by application of De
Moivre�s theorem and results in a general expression
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In a narrow band-limited system, the n th degree output voltage contribution
from (3.3) can be reduced to the modulation on the fundamental carrier,
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The key point about (3.5) is that each term in the bracket is the magnitude
of the IM(n − 2k) product component for the nth degree of nonlinearity. For
example, for the third-degree case, n = 3, the term cos3qmcosqc represents
the third-order intermodulation component IM3, caused by the third-degree
nonlinearity. So the magnitude of this component is
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and the magnitude IM3 components are equal to 3
4 3

3a v , from the expansion
of 3

2 3
3 3a v m ccos cosq q into upper and lower sideband components.

Table 3.1 presents the results obtained from (3.5) for degrees of non-
linearity up to the ninth. (The fundamental gain compression components
are, for convenience, labeled as �IM1.�)

Figure 3.13 shows an example of a more complex characteristic, which
uses a ninth-order power series [a1 = 1 (0°), a3 = 0.1 (0°), a5 = 0.35 (180°),
a7 = 0.5 (0°), a9 = 0.35 (180°)]. This yields a set of characteristics which are
quite typical of higher power devices, such as LDMOS, which have been
carefully biased and tuned in order to present favorable nulls in the IM char-
acteristics. Such devices are notable for flat gain characteristics and a very
abrupt compression. This requires higher order terms, up to the ninth in this
case, but the four coefficients can be quite easily estimated from the IM
curves. In practice the non-ideal values of the Volterra series phase angles will
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make the process less straightforward, but still quite feasible. The following
procedure could be followed for modeling a device in this manner.
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Table 3.1
Power Series Coefficients

n 3 5 7 9

a 3v 3 a 5v 5 a 7v 7 a 9v 9

IM1 9
4

25
4

1225
64

3969
64

IM3 3
4

25
8

735
64

1323
64

IM5 � 5
8

245
64

567
64

IM7 � � 35
64

567
256

IM9 � � � 3969
256

IM3

IM5 IM7 IM9

IM (dBc,
10 dB/div)

Input power (2 dB/div)

Gain (0.5 dB/div)

Figure 3.13 Ninth-degree gain and IM characteristic.



1. Start off with a power series and an amplitude IM plot.

2. Determine the highest order IM (�n�) which is significant for
characterization purposes, at the maximum peak power level (say,
−50 dBc).

3. Assume the highest significant IM order has a simple n: 1-dB
rolloff.

4. Determine the n th degree term from IMn level at maximum drive.

5. Fit successive lower IM plots using the (now determined) higher-
degree terms and a chosen value of current degree IM; use just posi-
tive or negative values.

6. Using IM phase plot (if available), obtain Volterra phase angles
[i.e., from 0° or 180° values used in (5)] and refine overall fit.

Two-carrier characterization has another vital advantage over continu-
ous, or slow swept, measurements. The separation of the two RF carriers
gives an AM �beat� cycle which can be set to a frequency appropriate to the
final application. In a digital communications system, for example, the sepa-
ration could be advantageously set to the symbol rate. In this manner, some
of the �memory effects� which power amplifiers display can be partially
absorbed in the characterization process. These effects form the subject of
Section 3.5, but at this point we can note that, for example, when sweeping a
power amplifier over a 20�30-dB range, it is inevitable that heating and cool-
ing of the active devices will occur during the sweep. The impact of these
effects can be very significant when measuring gain and phase variations at
the precision level required in this form of characterization. In particular,
thermal effects will be much more prominent in a slow sweep, or a stepped
cw test. In a two-carrier test, the device can at least be measured in a compa-
rable memory environment to that which will apply in the final application.

3.5 Memory and IM Asymmetry in RFPAs

It is a common practical observation that upper and lower IM sidebands are
asymmetrical, typically in the order of a decibel or two on a typical spectrum
analyzer display. The asymmetry is often dependent on the carrier spacing,
but not in a monotonic fashion. This observation has frustrated at least one
generation of microwave technicians and test engineers, not just because the
asymmetry takes the product out of spec but also the unsatisfactory attempts
to explain the cause of the effect. First and foremost, the effect can certainly
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be explained as an interaction between AM-AM and AM-PM distortion
processes. On the other hand, the mere presence of both processes does not
guarantee that asymmetry will occur.

Mathematical analysis of the problem is a little cumbersome, but in
view of the major impact on practical PA applications it is a very worthwhile
exercise. Figure 3.14 shows the critical difference which is required in the
dynamic AM-AM and AM-PM characteristics in order for IM asymmetry to
be observed. Essentially, if there is a time lag, or phase shift as measured in the
envelope time domain, between the AM-AM and AM-PM responses, or their
individual frequency components, IM asymmetry will occur. This is an
entirely behavioral characterization of the problem; no statement is needed as
to what physical mechanisms may cause such a response. For the purposes of
simplification, without losing this critical generalization, the AM-PM phase
response will be considered to be sinusoidal, but with an envelope domain
phase shift of D with respect to the amplitude distortion. In practice, and as
indicated in Figure 3.14, the measured dynamic AM-PM response will tend
to show an asymmetrical characteristic which peaks at the PEP point. The
fundamental component of such a waveform will display the phase shift D
with respect to the AM-AM response.
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Figure 3.14 PA output envelope, AM-AM and AM-PM dynamic response; note the
asymmetrical AM-PM characteristic.



With the above considerations and simplifications, the PA output sig-
nal in Figure 3.14 can be represented as

( ) ( ) ( )[ ] ( ){ }[ ]v t a t a t t to = + + + +1 3 3 2cos cos cos cosΩ ∆ Ω ∆ Φ Ωw

(3.6)

where W is the two-carrier beat frequency (or half of the carrier frequency
separation), a1 and a3 are the power series amplitude distortion coefficients,
F is the peak amplitude of the AM-PM distortion, and w is the RF carrier
frequency. D is the all-important envelope time domain phase angle between
the occurrence of AM-AM and AM-PM effects; for analytical convenience
this relative phase shift has been incorporated into the AM-AM distortion
term in (3.6). The output is assumed, for convenience, to be taken for unity
input amplitude so the first-order, third-degree voltage term coefficient
( )3

4 3a is absorbed into the chosen value of a3. Note particularly that the
AM-PM response has twice the frequency of the envelope modulation, since
there are two envelope peaks for each cycle of W.

A final simplification can be made, which is to assume that the peak
AM-PM phase angle F can be assumed small enough so that sinF = F. This
avoids the analysis escalating into Bessel functions, and does not impact the
basic occurrence of IM asymmetry. The first two levels of expansion of (3.6)
can be performed using well-known trigonometric identities:
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Note that in (3.7), the third-order IMs, at frequencies ω ± 3Ω, arise from
two products, the AM-AM component coming from the product of the
third-degree AM term in the first bracket and the RF carrier in the second
bracket, and the AM-PM component which comes from the fundamental
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AM term in the first bracket and the sinusoidal w ± 2W terms in the second
bracket. There is a key mathematical difference between these two products;
in one case the RF carrier is sinusoidal, and in the other case it is cosinusoi-
dal. This is very much the core of the analysis and requires much care in fur-
ther expansion:

Taking first the AM component,
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The AM-PM component at the IM3 frequencies comes from the second
product,
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from which the IM3 components are
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So the combined upper IM3 sideband, at frequency w3U = w + 3W is
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and the combined lower IM3 sideband at frequency w3L = w − 3W is
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Clearly, the upper and lower IM3 sidebands will display asymmetry for
non-zero values of the envelope domain offset phase angle D.

Although simple enough in concept, formulation, and derivation,
(3.10) would appear to qualify as a landmark result. Too frequently, the
assertion that AM-PM in itself causes IM asymmetry has been the accepted
explanation. This seems to arise from some misplaced comparisons between
the AM-PM distortion of a two-carrier system and the standard textbook
analysis for the intentional phase modulation of a single carrier. It is, how-
ever, still true to state that AM-PM effects cause the asymmetry, in the sense
that if AM-PM were absent, there would be no asymmetry. So reduction of
AM-PM in the PA design will, in the first place, alleviate the problem. The
fact that a time delay between the physical processes of amplitude and phase
distortion causes asymmetry in IM and ACP spectra sheds further light on
this subject, however. Not only do physical explanations for the effect imme-
diately present themselves, but possible remedies come to light as well. Two
primary physical causes are inadequate bypassing of dc supplies and thermal
hysteresis. Unfortunately, another cause can be differential delays in the
application of feedback or predistortion correction to the input signal in a
linearization system. The ramifications of (3.10) are truly widespread in the
linearized PA business. It is therefore appropriate to look at some experimen-
tal measurements which further confirm that the theory is correct.

Figure 3.15 shows a test setup which can be used to measure AM-AM
and AM-PM distortion dynamically in the envelope time domain. A two-
carrier signal is generated which has a peak power level approximating to the
1-dB compression point of the test PA. Couplers sample the input and out-
put signals which are fed into a suitable vector signal analyzer, which in this
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case is an Analog Devices 8302 chip. This chip is a gain and phase detector
which has two input RF channels, and gives independent differential gain
and phase outputs which can be displayed on a digital oscilloscope. Figures
3.16 and 3.17 show a set of traces for a Class AB GaAs MESFET amplifier.
The traces show a wide range of carrier separation frequencies, from 2 Hz up
to 50 kHz. The 2-Hz gain and phase traces can be regarded as equivalent to a
cw, or slow sweep measurement. It is immediately clear that as the separa-
tion, or modulation rate, increases, both gain and phase traces show substan-
tial changes. Additionally, some hysteresis becomes evident in the 5�20-kHz
range. This shows up as asymmetry in the corresponding spectral plots,
shown in Figure 3.18; the low-hysteresis 2-kHz spacing case is shown for
comparison.

Although the asymmetry is the focus here, these measurements show
substantial overall changes in the gain and phase characteristics at higher
modulation rates. This is an item of major impact on the nonlinear modeling
of RF power transistors. It is clear, for example, that models which seek to
curve-fit the static AM-AM and AM-PM characteristics will be fundamen-
tally and possibly fatally inaccurate when applied to a dynamic signal envi-
ronment. On the more positive side, it seems that once the lower kilohertz
range has been passed, the curves settle down to a modified, but stable,
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Figure 3.15 Test setup for dynamic AM-AM and AM-PM measurement.



appearance. A dynamic test of this kind would appear to bring new and valu-
able information to a modeling effort, although the general conclusions may
vary from one device technology to another.
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Figure 3.16 Dynamic AM-AM PA distortion plots.

Figure 3.17 Dynamic AM-PM PA distortion plots.



The hysteresis, which seems to peak in the region of 10 kHz, would
appear to be of thermal origin.4 A GaAs die of the size used for these meas-
urements will have a thermal time constant of the order of 100 microseconds
or so. In analyzing the dynamic thermal characteristics of an RF transistor
die, there are in fact three time regimes to be considered. The slowest of
these, which can be of the order of a second, is the large thermal mass of the
heatsink to which the die is attached. The second is the aforementioned ther-
mal time constant of the bulk die, and the third is the active channel within
the die which can show a time constant of a few microseconds. The
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Figure 3.18 Corresponding spectrum plots for two-carrier dynamic envelope measure-
ments (Figures 3.15 and 3.16): (a) 2-kHz carrier spacing and (b) 20-kHz car-
rier spacing.

4. The dc supply was carefully monitored during these tests, and displayed no detectable
modulation.



measurements here appear to show a thermal �resonance� in the second
regime. It remains speculative as to whether another thermal hysteresis
region may exist at megahertz modulation rates.

There is another cause of asymmetrical IM effects in RF power amplifi-
ers. This is the very common problem of inadequate supply rail decoupling,
and is illustrated in Figure 3.19. A deep Class AB PA draws current from
the supply in synchronism with the AM of the input signal; the �dc� supply
is now a high-level broadband video signal, possibly stretching up into the
megahertz region for multicarrier signals. In high-power amplifiers, the cur-
rent peaks can be several amps, and a large reservoir capacitor has to be pro-
vided physically close to the transistor in order to supply these peaks.
Provided this capacitor has no parasitic resonances within the entire video
bandwidth of the signal, and it has a large enough capacitance to supply the
current peaks with negligible voltage drop, no adverse effects will take place.
Figure 3.19 shows a typical case of inadequate supply decoupling. A substan-
tial voltage modulation appears on the supply rail which will cause additional
AM to be created. If the supply impedance is significantly reactive, this spuri-
ous AM will be out of phase with both the AM and PM of the signal. This
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causes an envelope domain phase offset between the AM and PM emerging
from the amplifier, and IM asymmetry will result.

Unfortunately, for modulation bandwidths which extend into the
megahertz region, it becomes increasingly difficult to design a bias network
which eliminates this effect. There is also another constraint on the place-
ment of large capacitors in RF transistor bias networks, the increasing likeli-
hood of video band oscillation. Most RF transistors will be intolerant of
short-circuit terminations at frequencies in the megahertz through to the
VHF range. Fortunately drain supplies of FETs are much less sensitive in this
respect, although care still must be exercised. Bipolar transistors present a
more formidable problem in megahertz data rate modulation systems. In
some cases it may be necessary to accept that some spurious modulation will
occur, and the bias network has to be designed to appear resistive. It has been
shown that tuning of the bias network in the video band can satisfactorily
eliminate asymmetrical ACP effects [6].

There is another possible cause of IM asymmetry, which lends itself to
closer experimental characterization and PA design scrutiny. It has already
been noted, in connection with (3.10), that elimination, or even reduction,
of AM-PM effects will inevitably reduce asymmetry. It is therefore reason-
able to ask where AM-PM effects come from in the first place, and whether a
PA can be designed to reduce or minimize AM-PM effects. The answer to
this seems not nearly so well-defined as the more obvious physical amplitude
limiting process which causes AM-AM distortion. For RF power transistors,
a primary cause of AM-PM effects appears to be the dynamic mistuning of
the input match. This is illustrated in Figure 3.20, which shows the depend-
ency of the phase of the small signal transmission parameter s21, on the gate
bias of a GaAs MESFET power device in both matched and unmatched con-
ditions. The bias-dependent small signal measurement clearly reveals a sub-
stantial voltage dependency, and consequently a potential nonlinear effect
under large signal conditions. The phase change is mainly caused by the C-V
characteristic of the gate-source junction. In a practical amplifier design, this
capacitance forms part of a resonant matching network, which although
boosting the gain to useable levels, also greatly multiplies the phase-
capacitance dependency. Unfortunately, the effect is also clearly magnified
by operating a device in Class AB, where the quiescent operating point is
much closer to the region of maximum phase variation.

A key issue with this particular nonlinearity is that it is associated with a
high Q resonator and will be subject to delay, or latency, due to the build-up
time of the resonance. This effect is considered in more detail in Chapter 4
(Section 4.5), but in this context it clearly represents a primary cause not
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only of AM-PM but also a time offset between AM-PM effects and output
compression limiting. The two curves in Figure 3.20 represent the extremes
of a possible design tradeoff in reducing AM-PM and asymmetry effects.
It would appear that some deliberate mistuning on the high Q factor input
match of large RF power transistors may pay off in terms of improved
AM-PM performance for the loss of a decibel or two of gain. Better still, if a
new generation of high-voltage RF power devices becomes available, giving
higher power per unit cell periphery, major linearity benefits may become
apparent due to the lower Q input matching requirements. Such technolo-
gies as Silicon Carbide and Gallium Nitride should be carefully evaluated
even if they do not in the first instance appear to offer advantages over
conventional devices in terms of raw power and efficiency specifications. In
practice, the same observations and comments may be applicable to other
parasitic capacitances which feature in most RF power devices. It is, however,
noteworthy that the device used in the measurements shown in Figure 3.20
is a GaAs MESFET which displays quite low-voltage dependency on capaci-
tive parasitics other than the input Cgs.

The observations and analysis in this section point clearly to an enve-
lope time domain delay, or phase offset, between the AM-AM and AM-PM
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processes as being a root cause of asymmetry in IM and ACP spectra. Asym-
metrical effects are troublesome, especially if predistortion is being used as a
linearization technique (see Chapter 5). If the process can indeed be modeled
as a simple delay between the two primary distortion processes, it would
seem possible to extend the envelope simulation concept to include it.
Instead of representing the output of a PA as being a function of the input
envelope amplitude alone,

( ) ( ){ } ( ){ }( )v G A t Ao t t w t= +cos Φ

where A(τ) is the input envelope amplitude and τ is envelope domain time,
the basic expression can be modified to

( ) ( ){ } ( ){ }( )v G A t A To t t w t= + −cos Φ (3.11)

This is probably an optimistic simplification of a highly complex physical
process which ultimately defies analytical definition, but like many such
approximations, it may be much better than nothing at all. The next logical
step would be to recognize that both AM and AM-PM processes at the out-
put are functionally connected not just to two specific times in the envelope
domain, but to a convolution of a whole period of previous times. This rep-
resents a major increase in model complexity but has been reported [7]. The
actual requirements for parametric characterization in this extension are
quite formidable. In the end, there is a more viable pragmatic solution,
which is to understand the mechanisms which cause memory effects and
design the hardware such that the effects are minimized. This eliminates the
need for a detailed simulation and modeling procedure, and the simple
approximation of (3.11) may be adequate.

3.6 PAs and Peak-to-Average Ratios

There is probably no more intensely discussed topic in RFPA circles than the
impact of high peak-to-average ratio signals. Multicarrier signals, and now
even single-carrier signals such as WCDMA, can have peak-to-average ratios
extending up to 10 dB and even beyond. This means, for example, that in
order to transmit a 10-W signal, the PA has to be able to pass a 100-W peak,
now and again. Here lies the crucial issue: If it only happens very infre-
quently, can we use a 20-W PA, blink at the right time and get away with it?
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This may be viewed as a trivialization of a serious problem�a problem
which has a major impact on system design and economics, and a problem
which surely deserves a more serious quantitative characterization.

Yet in some respects, the problem thus posed would appear to answer
itself. The peaks are there for a reason; they are part of the process of carrying
information. It may be reasonably surmised that clipping a peak means clip-
ping the information transmission process; there will be an effect and it will
be in the form of a reduction in the information that was originally sent. So
if information integrity is to be completely preserved, the peaks cannot be
clipped. Curiously, even this intuitive argument is flawed. The reason for
this lies in some very clever innovative work done several decades ago, which
proposed some methods of conveying information on an RF carrier which
could survive a moderate degree of peak clipping without affecting the integ-
rity of the information transmission. For example, Figure 3.21 shows the
phaseplane trajectory of a North American Digital Cellular (NADC) signal.
This is a p/4 differential quadrature phase shift keyed (DQPSK) format,
with a Nyquist raised root cosine (RRC) filter. The filter is a key element;
it greatly reduces the bandwidth of the raw phase-switched RF signal, yet it
does so in a manner which does not affect the information content or the
fidelity of the demodulation process. This favorable situation inevitably
comes at a price5, and this takes the form of AM. The information in such a
signal is carried entirely in the phase at the stipulated constellation points,
also shown in Figure 3.21. The AM carries no information; it is overhead
which has to be paid as a result of the greatly compressed signal bandwidth.

The interesting feature of the largest AM peaks, however, is that they
occur between the constellation points. It is therefore possible to clip these
peaks, to a limited degree, without causing any degradation in the bit error
rate (BER). There will, however, be spectral distortion, and depending on
the local laws and regulations, this may still limit the extent to which the PAs
can be allowed to clip or saturate. This is an intended feature of this modula-
tion system, and indeed for many related QPSK systems. It appears that
there was a time, quite long ago, when the efficiency and cost of a system PA
were considered to be of such paramount importance that modulation tech-
niques were specially developed to minimize, or optimize, their imperfec-
tions. The modern wireless communications era seems to have emphatically
bucked this trend, and places increasing demands on PA linearity as informa-
tion throughputs are increased in narrow, fixed-band allocations.
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An example of the modern, unsympathetic approach to the PA require-
ments is illustrated in Figure 3.22. This shows a signal magnitude and phase
trajectory for an Enhanced Data Rate for GSM Evolution (EDGE) signal.
This is a much more efficient system, in terms of data throughput per unit
bandwidth, than NADC, even at comparable clock rates (which the two sys-
tems in practice do not have). But at first sight, the peak-to-average ratio
appears (and in actuality is) about the same as the NADC signal. The key
point about the EDGE signal is that some constellation points lie right at the
edge of the amplitude plot. So if the peaks are clipped, there will be an almost
immediate degradation in BER, as well as spectral spreading. The concept
of error vector magnitude (EVM) was defined and discussed in Section 3.3.
Modern system regulations (e.g., EDGE) attempt to quantify the degree of
allowable PA distortion by having an EVM specification. This has largely
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arisen out of the availability of suitable measuring equipment which can
measure the EVM directly. Unfortunately, the regulatory embracement of
the EVM concept has shown up some hazards. It seems that system manu-
facturers, and even writers of system standards, have quickly absorbed the
concept of EVM specs because it provides a way of building margin into a
system at the expense of the PA designers� sanity. There is obviously a corre-
lation between EVM and BER for a given system, but the BER may be
affected by many other things additional to the PA. In this sense, an EVM
spec makes sense because it is a measurable and specifiable parameter for a
PA. On the other hand, the EVM spec needs to bear a fair and reasonable
correspondence to the actual BER and ACP specifications of the system.
This applies in particular to QPSK systems which can, and were originally
conceived, to tolerate some interconstellation point clipping.
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The above reasoning becomes even muddier when considering multi-
carrier signals. Multicarrier signals can generate very high peaks; the peak-
to-average power ratio is ideally proportional to the number of individual
carriers. It is much less clear, however, and much harder to quantify the
impact of clipping these peaks. There are simply too many missing pieces of
information to be able to give the much-sought generalized answer to this
question. It is also a difficult problem to simulate. The best advice that a PA
designer can take is to perform careful measurements, maybe at scaled-down
power levels, in order to determine the extent to which the peaks can be
clipped and all conceivable requirements safely met. Different system specs,
different national emission standards, even varying levels of system usage, all
conspire to make general analysis of the basic problem very challenging.
Once again, it seems that an analog computer, consisting of a representative
signal generator, the test device, a spectrum, and a vector signal analyzer, still
gives us the answer we seek in a second or so. This is, for the time being, a lot
faster than either digital simulation or mathematical analysis.

For all the debate and discussion which takes place on this subject, not
to mention the volumes of analysis appearing in the literature, the �answer,�
in any individual case, is a simple number, expressed in decibels. This
number represents the acceptable shortfall in PA capacity from the overall
PEP level, which enables specifications to be met. It is often greater than
zero, but rarely as great as the overall peak-to-average power ratio. This is
not, in many cases, such a large range of uncertainty. It is even relevant to
speculate that part of the reason for the protracted debates on this subject is
the usually absent definition of what, precisely, is meant by �average� power.
For many RF engineers, average power is the reading observed on a thermal
power meter. Such readings, and indeed such instruments, have a rather lim-
ited relevance in a high-speed amplitude modulated RF system. In such an
environment, the measurement and specification of average power give an
unfairly biased view of the power requirements of the system, as viewed in a
more relevant time domain, such as the envelope domain. So, for that mat-
ter, does a spectrum analyzer whose trace is averaged over similar time peri-
ods, yet this seems to be common practice.

3.7 Conclusions

The characterization and effective modeling of RFPAs is still a topic of
worldwide research. Complex broadband modulation schemes and memory
effects in high-power PAs compound an already challenging problem. The
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tools and modeling techniques which are required to perform a complete and
accurate simulation of a high-power PA in a modern multicarrier communi-
cations environment are not yet available. But a less ambitious approach to
modeling and simulating PAs with simpler models and modulation systems
can be very instructive. The intuitive but approximate simplification to the
simulation problem offered by so-called envelope domain techniques provide
a useful tool which can give acceptable results in many cases. PA models
for such simulators can be derived using two-carrier dynamic, rather than
single-carrier static, measurement data. Such a change in modeling basis will
in itself reduce the impact of PA memory and hysteresis effects on the simu-
lation process.

The difficulties of simulation in some respects belie a surprisingly
straightforward practical situation. Techniques exist for preserving mean
power consumption of RFPAs which have high peak power capability. Sim-
ple benchmark testing, using representative devices and test signals, can pro-
vide direct and speedy answers to the peak power requirements of a given
modulation environment.
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4
Feedback Techniques

4.1 Introduction

Feedback techniques are the top, bottom, and sides of electronics as we know
it. Since the earliest electronic era, negative feedback has been recognized as
an indispensable ally in harnessing the amplifying capability of quirky elec-
tronic devices. As with most epoch-making inventions, the precise chronol-
ogy of its origins is somewhat in question, and assertions of priority are
usually tainted by nationalistic bias. It is clear that Nyquist, working at Bell
Labs in the early 1930s, laid much of the foundations which still form the
basis of feedback theory. But the actual term �negative feedback� was first
used in the context of electronic amplification in a 1933 patent, by the pro-
lific British electronics engineer Alan Blumlein [1, 2]. A 1929 patent by
Black, at Western Electric [3] is frequently quoted as the first disclosure of a
feedforward linearization scheme; curiously this predates Black�s own feed-
back patent which appeared in the United States 4 months after the Blum-
lein patent, in January 1934.

The intention in this chapter is to treat the subject of feedback with the
respect it deserves in a broader electronic context, despite the fact that
the only dissenters seem to be those who design microwave amplifiers. They
claim that feedback techniques, as conventionally employed at lower fre-
quencies, come to irrevocable grief due to the much larger phase shifts and
electrical lengths that amplifying devices display at gigahertz frequencies. But
so-called �indirect� feedback techniques, which operate with the detected, or
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downconverted, envelope amplitude and phase variations, offer some possi-
bilities for bypassing the fundamental phase delay problems which certainly
do seem to eliminate the use of conventional, or direct, feedback methods.
Unfortunately, even the indirect RF feedback methods suffer from the same
basic problem that causes instant dismissal of the conventional feedback
approach in the first place; electrical delays around the feedback loop restrict
the bandwidth of signals that can be linearized, and can still ultimately lead
to instability. Such limitations have restricted the usefulness of these well-
established techniques in modern multicarrier systems. Indirect methods
have also suffered from another disadvantage in the present context; they
are conventionally formulated as transmitter, rather than PA techniques,
and rely fundamentally on access to a baseband, or IF, signal input. In fact,
the Polar Loop is frequently mis-assigned under the indirect feedback cate-
gory; it is really a signal reconstruction technique such as those discussed in
Chapter 2.

In a modern wireless communications context, the PA designer appears
to fall between two stools: Conventional direct feedback is out of considera-
tion due to the multiple nanosecond group delays which are required for sig-
nals to transit higher power amplifiers; indirect feedback techniques become
marginal as the instantaneous signal bandwidth, such as in multicarrier
applications, increases to the point where even these few nanoseconds of
delay can seriously limit and degrade the effectiveness of the technique. But
there seems to be a narrow window of hope in this generally gloomy surmise.
If indeed the delay can be reduced to literally a few nanoseconds, rather than
tens of nanoseconds, indirect feedback methods can surely still be used with
great effect and little overhead compared to the open loop techniques which
currently dominate the MCPA industry.

This chapter reviews and calls into question some of the conventional
wisdom on this subject. It represents, in some respects, a case for the defense
for amplifier feedback techniques. Feedback methods enable the audio
designer to achieve linearization performance some way in excess of that
required in modern communications MCPAs, with the simplest of circuitry,
without any need for gain and phase tracking, built-in test equipment, pilot
tones, or DSP controllers. Much the same applies to all low-frequency analog
design, to the extent that practitioners don�t even need to bother learning
about nonlinear effects in their devices; it�s all knocked out of sight by the
feedback. There are very good reasons why things are not so easy at gigahertz
frequencies; however, the microwave linearization alternatives are cumber-
some, inefficient, and less effective by comparison. Diligence, innovation,
and DSP have all made these alternatives viable, but the situation remains
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frustrating. Any open loop technique which seeks to reduce distortion prod-
ucts by 30 dB or more has to include an overhead structure of sensing, moni-
toring, and correcting for the smallest changes in the physical and electrical
environments, not to mention drift in the characteristic of the PA compo-
nents, and even the monitoring system itself. Under limited conditions, it
can all be made to work, but volume production of such systems remains a
challenge which few have demonstrably met.

Against this background of adaptive open loop system design, with its
cumbersome overheads, is the RFPA delay, or latency, problem indeed insur-
mountable? Given that a typical feedforward system, with all the overheads,
gives a typical MCPA product with only just over 10% efficiency, are there
hitherto unconsidered tradeoffs in the basic PA design which would reduce
the inherent delays to a level which allows feedback to be used as the main
linearization element? The answer, it seems, is maybe. A new generation
of high bandgap RF power devices, coupled with well-established RFIC and
hybrid circuit techniques, can together modify the rulebook on PA design
tradeoffs, with a much stronger emphasis placed on the latency issue. The
high bandgap devices can alleviate the matching Q-factor; the use of devices
with relatively high cutoff frequencies can result in broader bandwidth
designs having lower delay, and RFIC or hybrid techniques can greatly cut
down on the length of interconnections. Feedback is such a good solution
that it seems worthy of a little more effort to see whether there is any possibil-
ity at all that it may be harnessed at higher frequencies.

One of the primary stumbling blocks for the success of feedback tech-
niques of any kind in microwave amplifiers is the need for high Q matching
networks to match the very low impedances of high-power microwave tran-
sistors. The high Q-factors cause latency in the response time of the ampli-
fier. The recent emergence of new PA device technologies, such as Silicon
Carbide (SiC) and Gallium Nitride (GaN), having high-voltage operation
and higher matching impedances may lead to a change in this situation, and
re-open the door for feedback design. As a minimum, the design of micro-
wave PAs with lower group delay may enable indirect feedback methods to
work in multicarrier applications. Here we will be concerned with such indi-
rect feedback methods as can be employed around the PA itself, without con-
version to, or need for knowledge of, the baseband signal. In this area we will
introduce the vector envelope feedback loop, as distinct from the reconstruc-
tive Polar Loop, or the downconverted Cartesian Loop, both of which are
sidelined here as essentially transmitter, rather than amplifier, techniques.
Detailed analysis of the Cartesian and Polar Loops, as conventionally
defined, is outside the scope of a book on RFPA design techniques. The
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reader is referred to an excellent in-depth treatment [4] and a substantial lit-
erature for further reading on these subjects.

It is appropriate to summarize the goal in the ensuing sections of this
chapter. We seek nothing less than a feedback PA linearization scheme that
displays the same level of linearization as is typically reported using conven-
tional feedforward methods. The conclusions will show that for the most
demanding multicarrier signal environments this goal may not be achievable
using current PA device technology and design methods, but realistic targets
can be set for a new generation of PA designs. Less demanding signal envi-
ronments will be shown to have significant possibilities for feedback lineari-
zation, and the frequently quoted limitations of this approach can be reduced
by careful design of the various RF components.

4.2 Feedback Techniques

This section gives a brief review of the basic feedback methods available to
the RFPA designer. Some more detailed analysis, especially of some envelope
feedback methods, will be given in later sections. The goal in this section is
mainly to define terminology and review the alleged limitations of the vari-
ous techniques.

Direct feedback (Figure 4.1) should need no introduction. As stated
above, it is truly the cornerstone of modern electronic design. Throughout
the electronic age, from the earliest vacuum tubes to the modern integrated
circuit, the problem of maintaining consistent performance from one device
to the next has been almost entirely dependent on feedback, and often lots of
it. The elementary relationships showing the reduced dependency of the gain
of a feedback loop on the gain of its active element can be found in any text-
book, and are reproduced in Figure 4.1. Analysis shows that providing the
inverse phase connection of the feedback signal is maintained at the input,
the linearity of the overall loop is improved as an inverse function of the gain
reduction, as compared to the active device running open loop. In RF terms,
this means that a 10-dB reduction in gain, due to the use of a feedback loop,
results in a 10-dB lowering of any nonlinear product caused by the variations
in the device gain characteristic. Thus an audio designer can confidently take
an open loop gain block having 100 dB of gain, and put 50 dB of feedback
around it, to make a �hi-fi� amplifier at a useful gain level.1
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Life is not so simple at RF, we think. In order to obtain a useful reduc-
tion in IM products, we certainly need to think in terms of a gain chain of
maybe 60 dB, in order perhaps to use 30 dB of feedback. This would reduce
IM or ACP products by 30 dB, without affecting the overall efficiency sig-
nificantly. A PA having 100-W output and 30-dB overall RF gain requires a
drive signal of 20 dBm, which is obtainable from a cheap RFIC driver. Such
a device would, of course, be needed in the first half of the gain chain itself,
to make up the extra 30 dB of open loop gain. But the key point is that the
extra gain is cheaply obtained, even at 2 GHz using modern RFIC compo-
nents. Clearly, such an amplifier would represent a dazzling revolution in
RFPA design and performance. So where is the revolution?

The answer is the stumbling block of signal delay. A multistage PA hav-
ing 60-dB open loop gain will typically have such a rapid in-band phase ver-
sus frequency variation that the 180° phasing of the feedback signal can only
be maintained over a very narrow frequency band. Indeed, in a conventional
PA design which has to hold a specified performance over a substantial RF
bandwidth, the loop may well oscillate at an in-band frequency. Oscillation
is frequently cited as the main hazard, but in fact such an extreme possibility
can usually be suppressed by careful RF design. A more restrictive problem
lies in the fact that the calculated benefits of negative feedback only apply
at the 180° point, and erodes away either side as the phase response rotates
away from the ideal value. A full derivation of this can be found in many
electronics textbooks, and is only summarized here; if the gain A is replaced
by a complex gain, Ae j φ, and the overall gain amplitude vo/vi = G, the feed-
back gain equation can be written as
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which can be differentiated to give an expression relating the variations in the
amplifier gain magnitude A in terms of the corresponding variations in over-
all gain G. The result, after some manipulation and making the customary
approximations concerning the magnitudes of the feedback factor β and the
open loop gain A, can be written in the form
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which is plotted in Figure 4.2, where the basic 180° phase shift has been
assumed, and the horizontal axis represents phase deviations from the ideal
result. So in order to obtain the full classical feedback linearity benefits, the
open loop phase response can only stray from the 180° point by a matter of a
few degrees, although it is significant that the degradation, measured in deci-
bels, does not escalate until the 45° point is passed.

116 Advanced Techniques in RF Power Amplifier Design

0 30−90 60−60 90−30

Loop phase delay (deg.)

Degradation
of f/b
linearity (dB)

10 dB

5 dB

0 dB

Figure 4.2 Degradation of feedback linearization effect due to phase shift around the
loop.



A measurement of a typical 2-GHz HPA may show a phase delay of
as much as 20 nsec. This represents a 45° bandwidth of just over 6 MHz.2

Oscillation will become a certainty within a 25-MHz bandwidth, with the
assumption that this will almost certainly lie within the amplitude passband.3

These numbers effectively represent the final condemnation of the concept as
far as microwave (> 1 GHz) applications are concerned. There is a final catch
in that this loop bandwidth has to include the frequency span occupied not
just by the original signal, but the ACP or IM products which the loop seeks
to suppress. Yet there are possibilities for significantly reducing the void of
practicality that these numbers represent. These possibilities form a focus for
this chapter, since we will see that they also open up new possibilities for
indirect feedback also.

The block diagram of an envelope feedback scheme is shown in Figure
4.3. The basic concept is simple and appealing, and has been used by trans-
mitter designers from the earliest days of wireless communication. Such
schemes will, in this book, be described as �envelope feedback� techniques,
since they seek to force the detected characteristics of the RF envelope, either
amplitude alone or amplitude and phase, to be equal at input and output.
These methods are bona fide feedback techniques, and should be always
regarded as such; they are by no means just poor relations of direct feedback.
What they recognize is that in a typical band-limited RF communications
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system, the harmonic distortion products of the RF carrier can be removed
by filtering, and so it is only necessary to remove or reduce the harmonics of
the modulation signal which are generated by nonlinearities in the RFPA.
Provided both amplitude and phase correction are included, such methods
are capable of giving the same linearization benefits as direct feedback, with
the important advantage that the loop gain is mainly provided at baseband,
rather than at the carrier frequency.

As with direct feedback, it is not difficult to find reasons why such
schemes may not work at higher RF carrier frequencies. This is particularly
the case for the simplest form of envelope feedback, which has only an ampli-
tude correction loop (Figure 4.4). Such a system can actually be viewed as an
envelope predistorter (see Chapter 5) with a �smart� analog driver. As dis-
cussed in Chapter 5, one problem with such a device is that as the RFPA dis-
torts, the required amplitude correction at the input escalates as the
compression region is reached. This means that the AM-PM will be degrad-
ing simultaneously as the input amplitude controller strives to correct the
gain compression. There can be an additional related problem in that the
amplitude control device will almost certainly introduce some AM-PM of its
own. In the more backed-off drive regime, higher video gain may be required
in order to maintain useful linearization action. All of these issues can, in
principle, be handled by careful design of the various components, and the
inclusion of a phase correction loop. The fundamental limitation of an enve-
lope feedback system is just the same as in the direct feedback case: phase
delay round the control loop. The same calculation can be performed for
a typical 20-nsec delay, giving the same estimate in terms of the signal
bandwidth (6 MHz) for which the system can remain near to optimum
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linearization performance. It should be fairly noted, however, that in the
envelope feedback loop the delay includes detection and video amplification
processes.

The advantages of including an envelope phase feedback loop was rec-
ognized many years ago, and gave rise to two widely used transmitter archi-
tectures, the Cartesian and Polar Loops (Figures 4.5 and 4.6). Both methods
implement phase and amplitude envelope feedback, but to achieve this they
convert the PA output to baseband (or IF) and perform the necessary input-
output comparisons and error amplification at the lower frequency. The Car-
tesian Loop is a straight vector envelope correction scheme which forces the
amplitude and phase of the input and output signal envelopes to be the same,
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the residual error being a function of the loop gain and the linearity of the
downconverter. The Polar Loop, as has already been commented, is a radi-
cally different architecture in the sense that it constructs the complete RF
signal starting with a cw source. This source is given the appropriate phase
modulation using a phase-locked loop and then the AM is applied. The
action of control loops forces the output envelope to track the input signal
in both amplitude and phase. Such a scheme should really be classified as a
derivative, or superset, of the Khan restoration loop (EER), in that it con-
structs a linearized signal, rather than linearizing an existing one. Neither of
these schemes is applicable to an RFPA, which only accepts a modulated RF
signal, either single or multicarrier.

It is, however, quite possible to conceive of methods by which phase
and amplitude envelope feedback can be applied around an RFPA. Such
methods will here be termed �vector envelope feedback.� These methods will
be covered in a later section, but should be considered as quite distinct from
the �Polar Loop� as conventionally described in the literature. One of the
disadvantages of the direct, or vector, feedback loop is that the envelope
detection process generates video signals which have higher bandwidth than
the original modulation bandwidth of the RF signal. This can be seen very
simply in the envelope detection of a two-carrier RF signal; the detected sig-
nal has the appearance of a full-wave rectified version of the RF signal enve-
lope and contains a string of even harmonics of the original modulating
signal; such detectors are, fundamentally, frequency doublers. Amongst the
various problems associated with this form of feedback, which will be dis-
cussed in subsequent sections, this would appear to be the least obvious and
possibly the most restrictive. Against this fundamental disadvantage, how-
ever, can be set the simplicity and compactness of the RF detectors.

The basic statement that high-frequency devices, operating at gigahertz
frequencies, have high signal delays seems at first sight contradictory. In
order to amplify a microwave signal, the delay associated with the transcon-
ductive element in a microwave transistor has to be measured in terms of a
few picoseconds, and indeed this is usually the case, perhaps stretching to
tens of picoseconds in some cases. Yet the group delay, even of a single high-
power 2-GHz stage using such a device, can typically be measured in the
range of several, or even over 10, nanoseconds. This is essentially due to the
high Q-factor associated with the matching networks, but this basic cause
can be substantially multiplied through the inadvertent, but common, use of
regenerative effects in the quest for maximum gain from higher power micro-
wave gain stages. The net result, accumulated over several gain stages and
coupled with convenient but inappropriately spacious layouts, can be a
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high-power PA with a delay of tens of nanoseconds. Such an amplifier will
have such rapid phase rotation as a function of frequency that direct negative
feedback (Figure 4.1) becomes a contradiction in terms, oscillation being a
possibility even in-band. The impact on an indirect feedback scheme, such as
that shown in Figure 4.3, will be less drastic but highly restrictive neverthe-
less. The closed-loop delay time in effect sets an upper limit to the rate of
change of input signal that can be effectively linearized, and also sets a limit
on the allowable loop gain from stability considerations.

It is a curious observation that although the detailed mathematical
analysis of the feedback systems shown in Figures 4.1 and 4.2 is well repre-
sented in the literature, the main independent variable in any such analy-
sis�the amplifier delay�is treated as an indispensable burden about which
little can be done. In fact, even if this delay could be reduced by a factor of 2
in any given situation, an important benefit would be obtained. Although
the exact analysis is complicated, such reduction in the amplifier delay will
surely reduce the critical rate of change of phase versus frequency, dφ/dω by
the same factor, and it is a fair assumption that the signal bandwidth limit
could be expected to improve by a similar ratio. So here is a strange irony;
microwave amplifier designers pay no attention to the delays in their designs
because they are not regarded as a critical parameter. System level designers
typically purchase amplifiers as finished items and seem to accept high-delay
parameters. The focus in Section 4.5 is to explore the causes of amplifier
delays and to quantify how much reduction may be possible. If an order of
magnitude reduction is possible, reducing the PA delay into the nanosecond
regime, then direct feedback techniques may have much wider applications
than currently assumed.

4.3 Amplitude Envelope Feedback: Configuration and Analysis

It is appropriate at this stage to consider the basic amplitude envelope feed-
back loop in more quantitative detail. There are still applications where the
PA latency issue is not a fundamental limitation to using the technique, and
some consideration needs to be given to the realization of the other compo-
nents in the loop in order that useful linearization can be obtained. The very
desirable inclusion of an envelope phase correction will be considered in Sec-
tion 4.4. This potentially valuable addition to an RFPA seems to have been
curiously overlooked; the assumption seems to be made that in order to
include phase correction it is necessary to make the major step up to a system
level implementation such as the Cartesian or Polar Loop, where the phase
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comparison is performed at an intermediate frequency (IF), or baseband, fre-
quency. In principle phase detection is quite feasible at RF without down-
conversion. The availability of higher quality RF components and RFICs up
to 2 GHz appears to make this option worthy of further investigation.

Figure 4.7 shows an RFPA with a basic amplitude envelope correction
loop. The input and output detectors are assumed to be perfectly matched,
and the associated coupling and attenuation values are chosen such that the
linear gain of the PA is cancelled, so that the detectors receive identical RF
signal levels in linear operation. The detectors are fed into a �video� differen-
tial amplifier, generating an error signal which drives an input attenuator in
the appropriate sense to restore the error sensed by the detectors. Even in this
qualitative description of the feedback system, there is an immediate flag of
caution to be raised. The attenuator drive characteristic has to be carefully
chosen for correct operation of the system. It is not simply a matter of get-
ting the drive to change the PA input amplitude in the appropriate direc-
tion�that is, for example, to reduce the attenuation as the amplifier is driven
into compression. When the goal is to linearize an otherwise nonlinear com-
ponent, it is important to ensure that the system still operates in a useful
manner, even when the amplifier is operating in its linear region. Basically,
this problem can be traced to the output voltage at the differential amplifier.
In ideal conditions, this will drop to zero when the PA drive is backed off
into the linear regime. The attenuator characteristic must therefore be chosen
to have a �sensible� median value as its drive voltage crosses zero. Although
this may seem an obvious requirement to an analog designer familiar with
automatic gain control (AGC) control techniques, it is something of a trap
for the RF engineer, who may well wish to evaluate a prototype system using
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standard coaxial laboratory components for the detector and attenuator
functions. Such components, frequently discovered lurking in a laboratory
drawer or an absent colleague�s toolbox, are typically unipolar in operation.
A successful implementation of any envelope feedback scheme will usually
require custom-designed RF components.

It was stated in the introduction to this chapter that envelope feedback
of this kind can be categorized as a form of predistortion. In effect, the input
attenuator is predistorting the signal envelope just as a conventional pre-
distorter with a DSP driver does (see Chapter 5), except that in the present
system, the drive is derived using �fed-back� information. The system is,
however, subject to some of the same limitations as a predistorter, considered
in detail in Chapter 5. Two of these limitations are worth previewing. First,
the concept of increasing the drive level into the PA in order to restore the
output to its linear level runs into a fundamental limitation as the amplifier
compresses, and there is a well defined �point of no return,� where no further
increase of input drive can increase the output to the required level. This will,
in practice, limit this system to somewhere in the region of the PA 1-dB
compression point for useful operation. This can be a severe limitation when
dealing with signals having a high peak-to-average ratio.

The second limitation is the bandwidth of the feedback loop. It is
shown in Chapter 5 that the signal entering the PA, following the predis-
tortion action of the attenuator, now contains spectral components which
correspond to the higher-degree nonlinearities which the process seeks to
remove. The predistorted signal emerging from the gain control element will
display spectral distortion very similar to the uncorrected PA at the same
drive level. Since the detection process itself can be considered to be a video
frequency doubling function, and then if distortion up to the fifth degree is
to be effectively corrected, the PA input signal must bear appropriate levels of
fifth-degree components. It is therefore a quite realistic estimate that the
components in the detection and video loop require a video bandwidth
which is at least an order of magnitude higher than that of the original,
undistorted input signal.4

Taking all these limitations as being met, and including the additional
idealizing assumption that the input attenuator introduces no phase modula-
tion as it varies the signal amplitude, it is instructive to analyze the system
using a simple third-order nonlinearity for the PA. This will enable some
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quantitative design information to be obtained about the relationship
between the video gain and the degree of linearization available. The analysis
initially assumes a quasi-static response to signal envelope variations; this is
equivalent to assuming the delays of the PA and the linearization loop are
negligible.

Referring to Figure 4.7, this analysis takes place entirely in the envelope
domain, so that the signal voltage at any point in the chain, v (t), represents
the amplitude of a sinusoidal RF carrier varying in the envelope, or modula-
tion time domain. In keeping with a convention used in this book, envelope
time is denoted by (t), as a reminder that envelope time is assumed to be sev-
eral orders of magnitude slower than the variations of the RF carrier itself.
The detector response is, for convenience, assumed to be ideal peak detec-
tion, so that the RF signal voltage amplitude appearing at the amplifier RF
output is sensed by the detector as an equal voltage in the envelope domain.
Clearly, the peak detectors do not respond to RF phase changes.

Note that the attenuator characteristic has been chosen such that at
zero drive voltage there is a median value of attenuation, represented by α0.
The value of α0 must be selected to allow for sufficient variation either side of
this value to absorb any gain compression or expansion over the projected
operating range.

The two basic equations describing the system are, first, the third-order
PA characteristic,

( ) ( )v a v a vo in in= −1 3

3
a a (4.1)

where α is the attenuator setting, expressed as a voltage ratio. Therefore, a is
itself a function of the output voltage from the differential video amplifier,
following the law

( )a a a= + −o o in oG v v (4.2)

where G is a composite video gain which is the product of the differential
voltage gain of the video amplifier, and the attenuation drive characteristic
measured in units of voltage attenuation per envelope voltage unit. (The
input detector has a fixed attenuator of α0 in order to have zero differential
output in the median condition.)

The goal in the ensuing analysis is to solve (4.1) and (4.2) to obtain an
expression for the composite linearized PA response, in the form

{ }v f v a a Go i o= , , , ,1 3 a
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This is most conveniently obtained by solving initially for the attenuation α,
as a function of input signal level vin. Substituting for vo from (4.2) into (4.1)
gives, after some algebraic manipulation, a cubic equation for α,

( )
a a

a3

3
3

3
3

1 1
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o in
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(4.3)

The use of a simple third-order PA characteristic results in a cubic having
three real roots (the so-called irreducible cubic) up to the point of saturation
where two of the roots become imaginary. Some care is therefore required in
using an iterative routine to find the single relevant root. But the solutions to
(4.3) do give a functional relationship between the dynamic setting of the
input attenuator, α, the composite video gain selection G, and the basic non-
linear characteristic of the PA defined in this simple case by a3.

Figure 4.8 shows the resulting gain characteristics obtained by solving
(4.3) for several values of G and for a 20-dB input power sweep which takes
the uncompensated PA up to just beyond its 1-dB compression point. Quali-
tatively, this plot shows a sharp reduction in the gain compression but the
�point of no return� is evident, corresponding to a collapse in the linearizing
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Figure 4.8 Quasi-static response of amplitude envelope feedback loop, for different
video gain settings (ideal third-degree PA distortion).



action of the system. A more detailed quantitative picture of the same results
is shown in Figure 4.9, where the drive has been turned into a two-carrier
signal by applying sinusoidal modulation to the envelope. The third-order
IM plots show three regimes: the middle regime, where the IM products
are reduced by approximately the same factor as the video gain selection, the
upper regime corresponding to the collapse of the linearization action due to
saturation of the PA, and a third regime at very low drive levels where higher
video gain is required to maintain the mid-regime IM correction. This third,
small signal regime is where the main difference is seen between an envelope
feedback system which uses gain control and a direct feedback configuration
which controls the input level by subtraction of the feedback signal. As
has already been demonstrated, the envelope or gain control system does not
lend itself to the neat closed form analytical solutions obtained in a classical
subtractive feedback system. Although Figure 4.9 appears to display the basic
feedback �rule of thumb,� whereby the reduction in distortion products is
traded with amplifier gain, the terms of reference have shifted as well. In this
case, the PA RF gain has not been compromised (other than 2�3 dB of
median input attenuation), and the gain levy is extracted at the less sensitive
video band. This is a very positive aspect of envelope feedback; on the debit
side is the inescapable increase in delay time, which the use of higher video
gain will incur. The other negative aspect, as already observed, is the
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reduction in IM correction at well backed-off drive levels. In practice, this
may not be an important consideration, so long as the closed loop system still
performs better than in the open loop state. The results of Figure 4.9 are well
worth pondering, since they are a tantalizing illustration of how easy things
would be in the linear RFPA world if PA and video process delays could be
reduced to the negligible levels that these results assume.

The next step is to insert a realistic delay into the loop, as shown in
Figure 4.10. Such an addition seems a relatively modest but necessary com-
plication to restore the model to a real-world condition, but greatly increases
the complexity of an analytical solution. By way of underlining this assess-
ment, it is worth writing down the basic loop equations for the system shown
in Figure 4.10. As before, a simple peak detection characteristic can be
assumed for the detectors. The attenuator characteristic, at envelope domain
time t, can be expressed in the form

( ) ( ) ( ){ }a t t t= + − − − − −1 G v vo OUT VID i IN VID∆ ∆ ∆ ∆ (4.4)

where DIN is the combined delay of the input detection and sensing circuitry.
The RFPA characteristic is defined to be

( ) ( )v vo i PAt a t= −a ∆

where a is the gain of the PA, written in bold type to indicate its underlying
nonlinear content, and ∆PA is the PA delay. So the overall input-output char-
acteristic can be expressed as
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( ) ( ) ( ){ }[ ] ( )v G v v vo o OUT VID i IN VID i PAt t t t= + − − − − − −1 ∆ ∆ ∆ ∆ ∆a (4.5)

Equation (4.5) illustrates the analytical and simulation problems caused by
the various delays, and is not proposed as a basis for further analytical treat-
ment. Indeed, if the delay factors are even a rather small fraction of any sig-
nificant envelope domain signal change, finding a solution appears to give
indigestion to simulators, let alone theorists. As in RFPA, it is worth quoting
a classical paper on RFPA linearization by Seidel [5], referring to the prob-
lems associated with delays around a feedback system:

Feedback, a technique that has been used with much success, attempts a
basic causal contradiction: after an event has occurred, reshape its cause;
this violation may only be resolved by time smearing the event to blur
the distinction between �before� and �after� to an adequate degree.

In another paper [6] the same author is more specific:

Feedback, in comparing input with output, glosses over the fundamen-
tal distinction that input and output are not simultaneous events and,
therefore, not truly capable of direct comparison. In practice, they are
substantially simultaneous if device speed is far faster than the intelli-
gence rate into the system � If we were to organize a system of error
control which did not force a false requirement of simultaneity, not only
would the problem of fabricating zero transit time devices disappear,
but so would the entire problem of stability, another consequence of
comparing the incomparable.

The author is, of course, leading up to a description of a feedforward system.
In one respect, it is possible to take issue with this succinct but gloomy
evaluation of RF feedback techniques. There is one simple addition to the
envelope feedback system which offers some alleviation on the �comparison
of the incomparable,� by taking just one step towards a feedforward system
architecture. A suitable delay can be placed on the input detector, so that
both input and output detected signals arrive at the video differential ampli-
fier at equal times in the envelope domain (Figure 4.11). In the terminology
of Figure 4.10,

∆ ∆ ∆IN PA OUT= +

This means that a �correct� error signal is generated, but at a delayed
time as viewed at the input. The causality conflict in the application of the
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correction therefore remains, but this addition seems, at least intuitively, to
offer some alleviation.

Some quantitative reasoning further underlines the value of this impor-
tant modification. Assuming a simple two-carrier input signal having an
envelope amplitude function

( ) ( )v t V ti = sin Ω

and a PA delay of D, where D = ft, then the PA output envelope will be

( ) ( )v t a V to = +1 sin Ω f

so that assuming ideal peak detection, the differential input to the video
amplifier will be

( ) ( ) ( ) ( ){ }
( ) ( )

v t v t V t t

t

o i− = + −

= +

a

a

sin sin

sin / cos /

Ω Ω

Ω

f

f f2 2 2
(4.6)

So the �correction� signal, amplified by the differential amplifier, now con-
tains a large corrupting sinusoidal component caused simply by the RF delay
of the PA itself. Clearly, if the delay is small enough in comparison to a
modulation �event,� here conveniently assumed to be a single modulation
period 2p/W, then this component will ultimately become negligible com-
pared to the desired correction derived from the PA nonlinearity. This
required �smallness� is, however, much more demanding than may at first
be assumed. For example, if the delay is 10°, referred to the modulation
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period, then the amplitude of the offending sinewave will be approximately
1/5, from (4.6). If the PA is characterized by a third-degree power series [an],
with the linear gain a1 normalized to unity, and the input 1-dB compression
point defined to be unity signal voltage units, the error signal at the 1-dB
compression point is 0.109, much lower than the offending sinewave ampli-
tude. An error signal of amplitude 1/5 would correspond to a voltage gain
compression of (1/0.8), or just about 2-dB gain compression. As discussed
in detail in Chapter 6, this will be typically beyond the point at which the
output can be restored to the correct linear value by increasing the drive
level. Such a delay will therefore render the feedback loop to useless,
and probably harmful, operation. Even a delay of 1°, in modulation domain
time, corresponds to the amplitude error signal at a compression level of
0.2 dB.

This is a highly significant result in the context of the discussions
in this chapter on PA latency. For a modulation envelope having a 1-MHz
bandwidth, the 1° limit would mean that the PA latency would need to
be less than 3 nsec, an unlikely figure in current high-power PA designs. It
seems that the use of a compensating delay line on the input detector is man-
datory in all envelope feedback systems, yet this does not seem to be universal
practice. One has to speculate that this may be one reason for the lackluster
reputation that this class of linearizer seems to have, and yet this particular
problem has this easy �fix,� through the use of a compensating delay on the
input detected signal. It must be taken as a critical design goal in any such
system, that the signals reaching the differential amplifier must be accurately
time-coherent, down to the subnanosecond range.

Returning to (4.5), the generalized problem really does defy direct sym-
bolic analysis, and the effect of the delay has to be evaluated using a numeri-
cal simulation. There are many system simulators now on the market which
can tackle such a task. Here we look no further than the venerable SPICE
package, but with some tricks employed to keep the analysis entirely in the
envelope domain. The block diagram of the SPICE analysis file is shown in
Figure 4.12. Since the system works in the envelope domain, it is unneces-
sary to include the complexity of a modulated RF sinewave, and the excessive
computing time this would entail. From the system viewpoint, all of the
functions can be specified entirely in the envelope, or modulation domain.
Starting with a sinewave generator, the basic two-carrier system can be simu-
lated, with the selected frequency corresponding to the RF carrier spacing.
The input and output detectors are assumed to be ideal envelope detectors;
this means that the negative cycles of modulation must be rectified. This has
been implemented in this simulation using controlled switches.
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The RFPA itself can be modeled using a polynomial voltage source,
which is another standard element in SPICE. Some care must be taken in
choosing the PA coefficients, as illustrated in Figure 4.13. A simple third-
degree characteristic can be used for inputs up to the peak value of the cubic
function, but for drive levels beyond this point the PA displays a �bistable�
characteristic, which is guaranteed to cause computational problems in a
feedback circuit of this kind. In open loop use, it is a simple matter to restrict
the input drive to levels below the point where the model becomes invalid,
but in a feedback loop the drive level is an internal value set by the system.
It is therefore more appropriate to consider a model having a higher-degree
characteristic, as shown in Figure 4.13, which has a more realistic saturated
region. Note also that in the higher region of invalid drive levels, the device
still retains a monotonic response. This is a useful safety precaution which
reduces the tendency for computational �crashing.�

Another important element which is required when using non-zero
delay settings is a lowpass filter in the feedback loop. In practice the loop
bandwidth will likely be set by the detector and amplifier responses, but in a
simulation it is necessary to give the loop an amplitude rolloff characteristic
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to keep it stable. The controlling element, or attenuator, also uses a polyno-
mial voltage source, in this case configured to perform the PA input signal
scaling and video gain function (Figure 4.14). An adjustable delay is realized
using a simple lowpass LC network. This is a convenient and realistic model
for a practical video amplifier configuration, incorporating the frequency
response associated with the detectors as well as the video amplifier and gain
control networks.

Initially, the simulation can be checked out with the delay set to zero. A
set of simulated results is shown in Figure 4.15. These plots effectively con-
firm the quasi-static analysis shown earlier (see Figures 4.8 and 4.9) and
show once again the elegant simplicity and effectiveness of feedback tech-
niques for linearizing electronic devices. Implementation of delay uses equali-
zation between the input and output detectors; the delay is assumed to be the
sum of the delays in the PA, detection, and video processing, and is placed
between the detectors and the PA amplitude control element. For a delay
corresponding to one-tenth of the modulation period, D = T/10, the third-
order IM products are hardly shifted from the zero delay case, but the fifth-
order IMs show a substantial degradation. Higher values of delay show a
more rapid degradation of linearizing performance, and the D = T/10 value
would seem to be a practical limit for design purposes. This would, for exam-
ple, correspond to a video delay of 10 nsec in a system having a signal
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simulation.



bandwidth of 10 MHz, although even with this amount of delay the lineari-
zation effectiveness can be seen to be restricted for fifth and higher degrees of
nonlinearity. This would appear to be a tough, but possibly achievable, goal
which would have useful applications in multicarrier and broadband spread
spectrum communications systems.

It should be noted that the simulations of Figure 4.15 include a low-
pass filter which restricts the linearization action at higher harmonics of
the modulation frequency. The IM5 data show very limited improvement,
and even substantial degradation, at lower drive levels. This is due to the low
starting level of IM5 in the PA itself, and indicates a need for higher video
gain if linearization action is still required at these levels. This in turn
increases the possibility of oscillation, and would require a lower video band-
width setting for stable operation at higher values of delay. This vicious circle
causes feedback systems to display rapidly degrading performance at higher
order IM frequencies. This is a problem frequently observed in practical sys-
tems, and relates directly to the loop delay value.

Figure 4.16 shows some of the simulated envelope waveforms for inter-
mediate video gain (30), and D = T/10 video delay. Careful scrutiny of these
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waveforms shows that the feedback loop, even in the presence of a delay, still
strives to force the output to replicate the input. In a sense, this delay con-
figuration is interpreted by the loop as an additional nonlinearity, or imper-
fection in the amplifier itself, and seeks to correct it. The presence of the
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Figure 4.15 Simulation of amplitude envelope feedback loop two-carrier excitation,
envelope period T.



delay, provided it does not corrupt the error detection process, does not alter
the fundamental goal of the feedback system but reduces its effectiveness
in executing it. The error signal waveforms also illustrate an important issue
concerning the stability of such systems. The loop signal delays have two
forms: bandpass delays related to the lowpass frequency cutoff of the various
components, and transmission delays caused by cabling and the PA delay
itself. Whatever the overall delay, it is essential that the frequency response of
the closed loop has a built-in lowpass characteristic which eliminates higher
harmonic frequencies where the delay can cause positive feedback. The cir-
cuit simulation file in this example uses a lumped element filter which
achieves this goal, but will clearly limit the linearization capability at higher
envelope harmonics. If this filter is replaced by a simple broadband delay ele-
ment with similar delay but no frequency cutoff, the simulator fails to con-
verge, indicating a stability problem.5

Figure 4.17 shows the corresponding PA input signal, after the applica-
tion of the �correction� by the input attenuator. The spectral content of the
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Figure 4.16 Envelope linearization loop waveforms (D = T /10 case, G = 30, 1-dB com-
pression point).

5. In some respects the function of this band limiting has parallels with the video filter in a
phase-locked loop.



PA input envelope shows that the action of the feedback loop is quite similar
to that of a predistorter, and many of the results which will be derived in
Chapter 5 for predistortion will apply.

In summary, this section has discussed the use and configuration of
amplitude envelope feedback in RF power amplifiers. The discussion, analy-
sis, and simulations have shown that such a method of linearization has enor-
mous potential if the delay problem can be resolved. There are many existing
applications, particularly single-carrier mobile transmitters, which may have
signal bandwidths less than 100 kHz, where the quantitative limits for
acceptable delays established in this section must surely be quite feasible.
Multicarrier and broadband spread-spectrum signals having bandwidths in
excess of 1 MHz clearly pose problems in reducing delays to allow effective
and stable higher-degree linearization. But the designer must be aware of the
important issues surrounding the detailed design of the gain control element
and the use of delay equalization in order to obtain useful results.

There is, however, one major area which remains to be discussed, that
of RF phase control.
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4.4 Vector Envelope Feedback

Most RFPAs exhibit substantial amounts of AM-PM distortion, and this can
in some cases be an equal contributor to the final spectral and demodulation
distortion. Clearly, the amplitude-controlled envelope feedback system
described in Section 4.3 is insensitive to RF phase, and will not give any
beneficial correction of AM-PM effects. Indeed, one of the most common
problems is that the amplitude control element may introduce �parasitic�
phase modulation. Whether or not an additional phase correction loop is
employed, it is of the utmost importance that the amplitude control element
has negligible differential phase shift as the attenuation (or gain) is adjusted
over its normal operating range. �Negligible� here means essentially unmeas-
urable; even a few degrees of phase modulation can seriously degrade the
improvement from the envelope amplitude feedback control.6

In order to include AM-PM correction using envelope domain feed-
back, some form of RF differential phase detector is required. The most obvi-
ous candidate is a simple multiplier, which can be most easily realized using
the square-law response of a diode. Basically, a packaged low-cost mixer will
usually do the job, provided the IF output frequency range is suitable. There
is an immediate problem with this approach, however, in that such an ele-
ment will also respond to the AM signal variations. This problem is worthy
of some simple analysis. Assuming an RF input signal having the form

( ) ( ) ( )( )v t A t t ti = +sin w Φ

then the output signal can be written in the form

( ) ( ) ( ) ( )( )v t A t t ti = − + +1 d wsin Φ ∆

where d and D represent the gain compression and AM-PM at the envelope
input level vi(t).

So the output of a simple multiplier will be

( ) ( ) ( ) ( ) ( )( ) ( )( )
( )( ) ( ) ( ) ( )

v t A t A t t t t t

A t A t t

m = − + + +

= − −

1
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sin sin

cos cos

Φ ∆ Φ

∆ ( )( )( ){ }+ +Φ ∆t

which will be reduced by the IF filtering to the video signal,
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( ) ( )( ) ( ) ( ) ( )v t A t A tm = −1
2 1 d cos ∆ (4.7)

So if we wish to use this signal to provide drive to a correcting phase adjuster
on the PA input the problem discussed initially is now apparent in mathe-
matical form; it is not so much that the differential phase detector output
contains an amplitude product of the input and output signal amplitudes,
but that the phase detection term is a cosine which has a maximum value at
the zero differential phase condition. Such a detector will be unable to distin-
guish between leading or lagging AM-PM. This problem persists when both
input signals to the multiplier have the same phase orientation (i.e., regard-
less of whether sine or cosine is assumed). What is required is a phase detec-
tor giving a sine output function, so that phase lead and lag are distinguished.
This can be achieved by using input signals to the multiplier which are time
coherent but have a 90° phase.7 It has already been shown that input and
output detectors must work with time-coherent signals, and this will usually
be achieved through the use of an equalizing delay line on the input detector;
this will apply to both amplitude and phase detection functions. The phase
offset could be realized with a simple quarter-wave transmission line phase-
shifter in narrowband applications, as shown in Figure 4.18. As with the
amplitude correction circuitry, a key requirement is that the system has a well-
behaved characteristic in well backed-off, or low envelope points; the phase-
shifter must have a characteristic that includes the zero drive condition. It also
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has to be assumed that the amplifier AM-PM will not exceed 90°, when this
kind of phase detector reaches a limit in its monotonic behavior.

Returning to the issue of a phase detector which contains some ampli-
tude response in its characteristic [as shown in (4.7)], this will again be unim-
portant provided that the feedback control loop seeks to minimize the phase
difference; the zeroing of the sine function will dominate the characteristic in
the range where the differential phase is a small angle. Unfortunately, the
assumption that a mixer of conventional design can behave as an ideal multi-
plier over a wide dynamic range of equal amplitude input signals on both
input ports is somewhat optimistic. Most mixer designs based on diode ele-
ments require the local oscillator (LO) port to receive a signal of fixed and
substantial amplitude, causing the diodes to behave as switches. Although
mixers optimized for use as phase detectors are commercially available, there
is still a dynamic range issue in using this approach.

An alternative approach, which may alleviate some of the problems
associated with RF envelope detection, would be to use conventional mixers
to convert the input and output signals down to baseband, where gain and
phase detection could be performed using more robust analog or DSP tech-
niques. Such a system may appear to be re-inventing the Cartesian Loop, but
in fact occupies a potentially useful halfway position between an RF vector
envelope feedback system and a baseband feedback system. In particular, it
requires only the RF carrier information, not the entire modulation function.
The downconverters can be supplied with an LO signal of optimum
strength, and most critically, will provide baseband outputs which have the
same bandwidth as the original RF signal. Such a system would, inevitably,
introduce more delay into the feedback loop.

An additional cause of delay in a PA feedback system is in the video
processing components, especially the high-gain video amplifiers which fol-
low the phase and amplitude detectors. Indeed, given that it may be imprac-
tical to reduce high-power PA delays much below 10 nsec using current
device technology, the video delays may appear to be the dominant source of
performance degradation. It has already been observed that just about any
attempt to design and build an envelope linearization loop will require spe-
cial detectors to be designed; typical connectorized lab detectors will usually
be too slow for these applications.

Video gain, extending from dc up to perhaps 10 MHz or more, appears
to pose problems in terms of latency specs available in commercial video
amplifiers. This, however, may be a misconception based on traditional
views about gain at low frequencies. The key issue in the present application
is that the linearity requirements of the video amplifier can be greatly relaxed.
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A gain block at these frequencies has become so closely associated with an
operational amplifier configuration that the possibilities offered by simple
discrete transistor amplifiers are widely forgotten. The key point is that
because the video amplifier is part of a feedback system, its own linearity is as
uncritical as that displayed by the much higher open loop gain of a typical
operational amplifier. But the actual gain requirement here is so modest that
very few stages may be required and it may be more appropriate to use dis-
crete, fast RF devices in a simple video gain configuration. This is an attrac-
tive possibility for RFIC implementation.

This section has laid out some proposals, and indicated possible hard-
ware solutions, to the realization of full-vector envelope feedback around an
RFPA. The elimination of downconversion to baseband or IF, as required
by more traditional schemes, allows more compact circuitry and lower video
delays which greatly extend the linearized signal bandwidth range. It also has
interesting and practical attractions for implementation in RFIC and hybrid
module technologies.

4.5 Low Latency PA Design

A typical high-power 2-GHz RFPA, measured from input to output socket,
will have a delay in the range of 5 to 30 nsec. A substantial fraction of this
delay will come from high-Q matching networks, mainly those in the high-
power output devices. Another important contribution comes from the
interconnecting transmission lines, couplers, combiners, isolators, and RF
control circuit elements. Very frequently, the PA itself will have been
designed by a separate group, or even purchased as an off-the-shelf item, and
the delay will not have been regarded as a critical specification item. Indeed,
even if such specs exist, they may well be based on a �what-it-does-is-what-
you-get� basis. The fact is this single parameter makes a direct statement
on the signal bandwidths for which feedback linearization is feasible. Even a
reduction of a factor of, say, 2 in the PA delay will effectively double this
bandwidth. A factor of 5 or 10 could take the linearizable signal bandwidth
into a multicarrier regime. The issue has to be attacked on both fronts;
reducing the Q-factor of the matching networks, on one hand, and reducing
the interconnection delays, on the other.

The Q-factor issue for high-power devices is essentially technological.
RF transistors are low-voltage and high-current in nature, and this means
low loadline impedances on the output. Input impedances are also typically
highly reactive, leading to the need for high-Q resonators in order to extract
optimum gain. The third part of this equation is the ubiquitous 50-Ohm
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microwave environment. Clearly, the output port of an amplifier has to be
50 Ohms, to interface with other parts of the system, but surely the inter-
stage matching can be done at any level the designer chooses? This is cer-
tainly worthy of further quantification, although it should be stressed that it
is just as much the reactive part of the RF transistor impedance that causes
bandwidth and latency problems than its low real part. There is no question,
however, that if an RF transistor technology came along that had higher volt-
age, and consequently higher loadline impedance, along with lower or com-
parable normalized parasitics, there should be a strong interest from the
linearized PA design community. Such new technology seems to be well on its
way, in the form of Silicon Carbide (SiC) and Gallium Nitride (GaN) FETs.

With such developments already in progress, it is instructive to con-
sider PA delays in a quantitative manner. A good starting point is to look at a
basic microwave-matching network from the viewpoint of phase delay. Such
a circuit is shown in Figure 4.19. In RFPA this circuit was described as the
�Occam�s Razor� of microwave matching; the simple lowpass network is
widely used, either in single or multiple form in order to match the low
impedances of RF power transistors up the 50-Ohm level.8 A typical scenario
would be a 50:1 impedance ratio; RF power transistors can quite typically
have impedances, both input and output, in the 1-Ohm range.

Using the design equations (see RFPA, p. 76) for the single lowpass
network in Figure 4.19, the impedance transformation ratio, m, is given by
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where Q is the overall Q-factor of the network.
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Figure 4.19 Lowpass matching network.

8. One might ask, and many do, why 50 Ohms? The answer is, long-established conven-
tion; although some interstage matching between power devices may in principle be per-
formed at lower impedance levels, the higher-power RF devices tend to be pre-matched
to 50 Ohms inside their packages.



So for a value of m = 50, corresponding to a 1-W to 50-W transforma-
tion, Q = 7. This results in a 3-dB bandwidth of approximately ωo/7, or just
over 10% centered around the resonant frequency ωo. Of greater interest here
is the complementary result that the slope of the phase characteristic of such a
network around the resonant frequency is given by the simple relationship

d

d

Q QT

O

f

w w p
= =

2
(4.9)

where T is the RF cycle period.
For the purposes of the present discussion, we will define this term as

the �latency� of the network. It has the units of time, and gives a direct read-
ing on the delay of the network, measured in terms of a single RF cycle
period T. For example, the 1-W matching network at 2 GHz will have a
latency of Q/p, or just over two RF cycles (1.1 nsec).

So this simple matching network, which may occupy a small space
inside the transistor package, has an effective electrical length of just about
30 cm (1 foot). This is just one network; in practice both input and output
will have similarly low impedances, so that a high-power transistor, matched
to 50 Ohms, will quite typically have an electrical length of over four RF
cycles. At higher power levels, this length could increase substantially, as yet
more cells are paralleled to obtain more power. Clearly, such a device, after
matching, poses a major problem for feedback design. Not only will the
rapid phase rotation, quantified by (4.9), cause the device to be in positive
feedback mode at a fractional frequency of 7ωo/8, but also at even closer fre-
quencies, the benefits of the negative feedback will be lost.

There is, unfortunately, another effect which can multiply the individ-
ual matching network delays in a typical higher power RF gain stage, which
is due to the non-zero value of the reverse transmission coefficient, s12. Tra-
ditional teaching asserts that providing the stability factor k is greater than
unity, a device can be conjugately matched and unconditional stability can
be obtained. This simple result conceals a complicated matching scenario,
in which both input and output networks interact with each other and can
significantly boost the overall gain and Q-factor as compared to a unilateral
device having the same matching and forward transmission parameters. This
applies in situations where the k-factor can be substantially in excess of unity.

Figure 4.20 illustrates this in a specific case, using a commercially avail-
able 2-GHz, 10-W RF power transistor. Based on the input and output mis-
match (s11, s22) and the forward gain (s21), the unilateral version of the device
(i.e., obtained by setting s12 = 0) would be given by
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which would be about 12 dB in this case. The overall Q-factor of the gain
response, shown in Figure 4.20, is a direct function of the input and output
matching networks, as is the phase-frequency characteristic, shown in Figure
4.21.

If we now restore the reverse transmission s-parameter coefficients to
their data sheet values, the matching networks have to be modified. Noting
that the k-factor is lower than unity, a resistive element has to be used in
order to make the device unconditionally stable over the band of interest (see
inset in Figure 4.20 for schematic). We can now use the classical conjugate
matching formulae found in any elementary RF textbook, to retune the
matching networks. Logically, we will set the damping resistor to the highest
possible value, which results in k > 1, since lower values result in substantial
gain reduction. The results, also shown in Figures 4.20 and 4.21, put a rather
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Figure 4.20 PA designs of 10W using different k-factor selections: R = 200 (k = 1.04), R =
100 (k = 1.2), and �U/L� unilateral case, s12 = 0.



different perspective on the conjugate matching issue than is usually given in
the textbooks. Although the device is unconditionally stable, the final gain
and Q-factor show considerable increase as compared to the ideal unilateral
device, depending on the choice of the �damping� resistor. A lower value of
damping resistor further reduces the overall Q-factor and has a substantial
effect on the slope of the phase characteristic. This third design, having
a device whose k-factor has been overcompensated from the stability view-
point, clearly offers an important option for the designer: lower gain with
lower latency. In fact, in this case, the final in-band gain shows a reduction
from 13.5 dB to 11 dB for the two practical cases, while the phase slope is
reduced by a factor of about 2.5. In terms of actual delays, the two designs
represent values of 111 ps and 44 ps, respectively.9

Clearly, such effects need to be recognized and utilized by PA designers
in order to lower the delay in RFPA gain stages. The loss of an extra decibel
or two of gain is possibly an acceptable price to pay for a reduction in delay of
maybe a factor of two. This kind of design tradeoff is almost unknown in
conventional PA design circles. Obviously, commercial pressures on device
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Figure 4.21 Phase response for 10-W PA designs.

9. The reader may be surprised at how small these delays are, considering that data from a
commercially available 10-W device is being used; it so happens that the device in ques-
tion is a Silicon Carbide device. It should also be noted that in practice the output will
not be conjugately matched; this does not, however, affect the overall Q-factor issue
significantly.



manufacturers tend to push them in the �bigger is better� direction as far as
power gain is concerned. As device gains increase due to improved, or new,
device technology, it may pay to maintain gain at similar levels and focus on
latency reduction.10 Gain can be replaced at lower power levels in the chain,
where delays are much lower.

Another prime source of delay in multistage higher-power PA assem-
blies is the excessive use of physical space. Printed circuit boards, for all their
cheap convenience, use up real estate and associated electrical length much
more extravagantly than the much tighter packing densities available in inte-
grated circuits and hybrid modules. The use of packaged discrete compo-
nents is part of the problem, and hybrid assembly technologies based on the
use of chip components have for many years demonstrated the possibilities
for greatly reducing the size of electronic subsystems.

The application of hybrid technology to the multistage RFPA seems to
have received little attention. Higher current densities in thin circuit traces,
and thermal dissipation are obvious instant detractions. But if a typical pack-
aged RF power transistor is used as a starting point, some viable possibilities
emerge. We already have internal matching elements incorporated inside the
package of a high-power device. Why not extend the concept and include a
driver stage, greatly reducing the electrical length of the interstage circuitry,
as compared to a typical discrete PCB assembly? Then place a vector feed-
back loop around a gain block, which now has minimum electrical delay.
Some of the necessary transistor elements could be placed on a single die, for
ease of assembly. As a minimum, such a hybrid component could be offered
as a �super-component� building block for higher level, more conventional,
integration. If the Q-factor of high-power RF transistors is a real limitation,
it seems a viable option to place linearization loops around smaller devices
with lower delays, and then use power-combining techniques to reach the
required final power level.

The frequently perceived incompatibility of high chip heat dissipation
and hybrid technology is largely based on the use of ceramic, especially alu-
mina, substrates. But the use of metal ribs or septums for the mounting of
higher power devices in ceramic substrates has been practiced in the micro-
wave hybrid (MIC) (see Chapter 7) industry for many years. Even the syn-
thetic diamond has progressed to the point where it could be considered as
a hybrid substrate material. In the final count, if a power device can be
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below which overall efficiency, or power-added efficiency (PAE), will start to degrade
more seriously.



supplied in a package, there is no fundamental reason that the same device
cannot be supplied in a somewhat larger package, using the same technology,
but containing a higher level of integrated components in the form of driver
stages, gain stages, and linearization circuitry.

4.6 Variations

There are numerous variations which can be proposed for envelope feedback
systems, once the basic principles of viability have been established. This sec-
tion lists a few of these, without any detailed attempts to analyze or simulate
any particular configuration in detail.

One important class of systems which has not been considered is the
use of power control in the PA output, rather than using an input gain con-
trol. Such a system, shown in Figure 4.22, has some distinct advantages over
conventional input control. In particular, it is free from the limitations of
predistortion; in principle, there is no limit to the amount of control that can
be applied, and the control does not itself introduce additional higher-degree
effects (see Chapter 5). There is, of course, a price to be paid in the form
of the available output power. If the controller is still a simple voltage-
controlled attenuator, there will be a residual attenuation setting of maybe 2
dB or so in the linear region, in order to provide suitable linearization range.

This loss is certainly undesirable in a high power amplifier, although
it should be fairly pointed out that similar losses are inevitably incurred in
the output of a PA in a feedforward system, when the insertion coupling fac-
tor and delay line losses are added up. It can even be argued ([6]; see also
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Section 6.4) that the negative impact of attenuation in the output of a linear-
ized PA has to be considered in relation to the positive benefit of the lineari-
zation system; if a PA running at 1-dB compression has its output power
boosted back up to the uncompressed level by the linearizer, the system as a
whole breaks even on power if the attenuation can be kept below 1 dB. In the
case of an output attenuator power control, the power wastage will always be
on the negative side, depending on the minimum attenuation which can be
achieved. It should be noted further that any nonlinearity in the attenuator
itself will in principle be removed by the feedback system. An additional
important benefit of this system is the reduction of loop delays down to just
the video processing components. If the signal from the input detector is
delayed, in the manner already described, so that it is time coherent with the
detected output signal, the correction signal emerging from the video differ-
ential amplifier is now being applied to the PA output, thus eliminating the
requirement for very low latency in the PA. The time discrepancy in this sys-
tem is essentially down to the delays in the detection process, the video gain,
and the attenuator drive circuitry.

Realistically, such a system is unpopular due to the use of a large lossy
element in the PA output. Rightly or wrongly, this seems to have firmly
stamped this approach as a dead end. It is therefore worth considering alter-
natives for the output control device, given that the other attributes of such
a system are positive. One such possibility takes yet another page from the
feedforward book, whereby an additional amplifier is used to provide the
output correction signal, Figure 4.23. This is additive correction, and need
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not be the sole preserve of feedforward systems. The amplitude error signal,
obtained as usual using detectors and suitable time delay correction, is now
used to control a second auxiliary amplifier. The action of the control loop
will cause the input attenuator on the auxiliary amplifier to adjust to a suit-
able level which neutralizes gain compression in the main PA. It will be nec-
essary to have a backed-off, or linear, condition set up such that some power
is being supplied by the auxiliary amplifier, so that any gain expansion can be
corrected by further reduction in the auxiliary amplifier contribution.

One might well ask, looking at Figure 4.23, why not simply build a
feedforward system?

One answer to this question could be that feedforward systems are not
�simple.� The system of Figure 4.23 is closed loop and essentially self-
adapting. This incurs the hazards of loop delay effects, but eliminates the
need for housekeeping overheads such as precision gain and phase tracking
adaption. There is also a more favorable situation regarding the power
requirements of the auxiliary amplifier. The closed loop adjusts the power
from the auxiliary amplifier on a dynamic basis, and the linearity require-
ments for the auxiliary amplifier are minimal. The auxiliary amplifier power
level would have to be sufficient to overcome the output insertion coupling
factor, as in a feedforward loop (see Chapter 6), but the amplifier itself could
be considerably more efficient than its feedforward counterpart.

The necessary inclusion of a phase control loop, also shown in Fig-
ure 4.24, provides some relief on the power level required from the auxiliary
amplifier in comparison to a feedforward system. As will be discussed in
some quantitative detail in Chapter 6, the use of output power addition to
correct AM-PM distortion in a feedforward system is a wasteful process, and
substantially increases the error PA requirements. In the present system, the
AM-PM is corrected in a separate loop, using a simple phaseshifter. This
system will run into loop delay limitations which will ultimately reduce its
ability to correct higher-degree nonlinearities. But it possibly represents the
optimum configuration for using feedback methods to achieve comparable
levels of linearization as can be achieved using more popular, but cumber-
some, open-loop techniques.

It was mentioned in Section 4.5 that the challenging requirements of
PA latency for successful envelope feedback implementation can be sub-
stantially reduced if smaller PA modules are combined. Smaller devices have
lower Q-factors; indeed, for a given device type, the Q-factor will scale down
in a linear fashion as the power, or number of cells paralleled on the die,
decreases. So if a 1-nsec PA delay looks challenging in a multicarrier 3G
application requiring a 10-MHz signal bandwidth, an immediate relaxation
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of a factor of 8 can in principle be obtained by combining eight linearized
modules, as indicated in Figure 4.24. Note that in order to obtain the full
factor of 8, it is necessary to linearize each individual power module; some
benefit could still be obtained by using a single linearization loop around the
complete system, but the factor-of-8 benefit would be reduced by the elec-
trical length associated with the power combiners. An additional reduction
in complexity could be considered, and is shown in Figure 4.24, whereby
the control signals for each individual gain/phase linearizer could be derived
from a single module having the feedback loop. If the other modules are suf-
ficiently similar in their characteristics, they could be linearized using a com-
mon drive signal applied open-loop fashion.

Finally, and looking ahead to Chapter 5, an envelope feedback system
can be used as the basis for a digital predistorter, as shown in Figure 4.25.
This is a possible way to outflank, if not defeat, the problem of loop delay.
The system is run initially in a conventional envelope feedback mode, but at
a low modulation frequency where the loop delays have a negligible impact
on the linearization performance; this may, for example, be in the 10�100-
kHz region. Typically, a representative signal environment would be used,
not necessarily a simple two-carrier system. The control voltages generated at
the gain and phase modulators can be read by an analog-to-digital converter
(ADC), along with the corresponding envelope amplitude levels, thus
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Figure 4.24 Power-combined modules using feedback linearization control derived from
a single element.



establishing a look-up table (LUT) for the required settings of gain and phase
correction under a given signal environment. The system can then be
switched into open-loop operation, where the DAC now recreates the drive
signals to the modulators, based on the reading of the input envelope ampli-
tude. So long as the PA linearities are quasi-static in nature, the corrections
can now be applied at a rate which can be as fast as the DSP components can
allow. The system is now a predistorter, but it uses information obtained in a
closed loop feedback configuration to generate the predistorted signal. As
discussed in Chapter 3, memory effects will come into play and it cannot be
assumed that the corrections will remain valid, and the integrity of lineariza-
tion maintained, at modulation frequencies which are orders of magnitude
higher than the LUT calibration data. But the LUT data will certainly be
much closer to the required dynamic values than if based on a simple static
measurement of the PA gain compression and AM-PM response.

4.7 Conclusions

This chapter has laid out a strategy for the design of RF power amplifiers
using feedback linearization that recognizes, but tackles, each and every
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Figure 4.25 Envelope feedback used as a basis for LUT calibration.



objection that is typically and conventionally leveled against such an
approach. It is worth summarizing these issues:

1. Use of custom-designed high-speed amplitude and phase detectors
to sense gain compression and AM-PM; elimination of downcon-
version to perform these tasks;

2. Use of input delay line to achieve time coherence on input and out-
put detection processes;

3. Use of gain and phase control elements which have well-behaved
responses when PA is in linear, or well backed-off, condition;

4. Careful tailoring of the frequency rolloff of the feedback loop
response to be compatible with the overall feedback delay;

5. Design of low-latency PAs; use of newer, high-voltage PA device
technology (SiC, GaN), hybrid circuit technology, power combin-
ing of lower power feedback modules.

This is quite a long list, and almost every item requires its own development
program. Such effort must be compared with the large development times
associated with complex adaptation methods which are mandatory in open-
loop systems.
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5
Predistortion Techniques

5.1 Introduction

Predistortion is a useful method of achieving linearity improvement in RF
power amplifiers. Its appeal can, however, all too easily exceed its ultimate
performance. The concept of placing a small, magic box on the PA input,
which consumes little power and provides linearization comparable to more
complex methods such as feedforward, is compelling but also naive. Fun-
damentally, all predistortion methods are open-loop and as such can only
approach the levels of linearization of closed-loop systems for limited periods
of time, and over limited dynamic range. Predistortion (PD) methods have
nevertheless, been the focus of much recent research and development,
mainly due to the renewed possibilities offered by DSP. But the value of pre-
distortion largely remains as a complementary technique working in tandem
with a system using feedback or feedforward. In particular, as will be ana-
lyzed in Chapter 6, the use of a well-designed predistorter on the main PA in
a feedforward loop can substantially reduce the power requirements of the
companion error amplifier, thus resulting in a significant increase in overall
efficiency. There are also some applications, for example mobile transmitters,
where the simplicity and almost zero cost of a simple predistorter is well
worth the few decibels of ACP or IM reduction that can be obtained over a
limited power range. The realization of PD-only PA systems which can truly
compete in performance with more conventional feedforward techniques in
MCPA applications is an active, but still largely unfulfilled, research area.
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One of the main goals of this chapter is to put predistorter design on to
a firmer, a priori basis than has typically been the case in the past. Simple
analog predistorters have been all too often the result of empirical adjustment
of a simple circuit, usually incorporating a diode or two, which has been
�jimmied up� to give a rough approximation to an expanding gain character-
istic. Such efforts, which are still to be seen in the literature and on the
symposium circuit, usually result in a combined PD-PA characteristic which
shows a deep notch in the two-carrier IM3 response at a drive level near to
the 1-dB compression point of the PA. Closer scrutiny of the measured data
on such efforts will usually show a number of less desirable characteristics:
much less improvement in higher order IMs (even showing degradation in
some cases), and a substantial �in-filling� of the IM3 notch in multicarrier or
spread spectrum signal tests.

The design methodology developed in this chapter is based firmly on
the PA nonlinear modeling methods discussed in Chapter 3. The first step is
to perform the mathematical inversion of the PA Volterra series in order to
establish the required characteristics of the PD itself. This process, in itself,
results in some very useful general principles about the limits of PD perform-
ance, and can be used to explain the �notching� behavior that is frequently
observed. The second step is to consider various methods for synthesizing
actual PD configurations which have the prescribed characteristics. Both
analog and DSP implementation are described, but both use the same funda-
mental recipe derived in the first part of the chapter.

Conceptually, a predistorter is appealingly simple, and is illustrated in
Figure 5.1. A typical PA gain compression characteristic is shown, which for
simplicity is assumed to have a simple third-degree nonlinearity. The action
of the predistorter, at any typical input signal level, is shown by following the
signal paths on the PA and the corresponding extrapolated linear characteris-
tic. For an input signal at level Vin, the amplifier shows some compression,
resulting in an output level Va; an ideally linear amplifier would give an out-
put shown as Vo. In order to give this linear output, the action of the predis-
torter is to increase the input level Vin to a higher level Vp, which can be
obtained graphically from the gain compression characteristic by drawing a
horizontal line from the intersection of the Vin level with the linear charac-
teristic (point �A� in Figure 5.1) across to the intersection with the actual
amplifier characteristic (point �B�), then down to the horizontal axis to
determine the required PD output level, Vp.

Before casting this simple graphical concept into more concrete mathe-
matical terms, it is worth making a few observations which should be
remembered throughout all that follows in this chapter.
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1. Predistortion, in a sense, attempts an intuitive contradiction: As a
device distorts, alleviate the distortion by driving it harder.1

2. The process clearly runs into difficulties as the amplifier saturates.
There is a point of no return, where no further increase of drive
level can restore the output to the desired point on the linear char-
acteristic. This issue assumes a much greater significance in modern
communications systems, where signals having high PEP to average
power ratios are commonly used.

3. The signal emerging from a predistorter will be highly distorted.
Indeed, the signal emerging from an effective PD, viewed on a con-
ventional spectrum analyzer, will display very similar spectral dis-
tortion to that which would be observed on the signal emerging
from the uncompensated amplifier. This observation can have a
critical impact in terms of the required bandwidth of the PD
and/or the speed of the DSP circuitry; it may also have more far-
reaching implications as high-speed data signals spread to fill up the
entire amplifier bandwidth.
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Figure 5.1 Basic action of predistorter.

1. This surely triggers some recollections of the humorous sign posted in many an office
area, �the beatings will continue until morale improves.�



4. The predistorter is shown here as having �gain.� In practice, the
PD will usually be a passive device, whereby the �gain� is achieved
by a reduction in the PD attenuation. This does not fundamen-
tally affect the analysis or conclusions, and the convenient assump-
tion of a PD with gain will be used in the ensuing analysis.

5.2 Third-Degree PA: Predistortion Analysis

We will return to all of the above issues in due course, but now perform some
analysis on the simple third-degree PA predistorter scheme shown in Figure
5.1. Lowercase voltage symbols are now used to indicate functions of time,
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So the required functional relationship between the input signal level vin and
the predistorter output vp is the root of a cubic equation, in the case of an
amplifier characteristic having a simple third-degree nonlinearity.

It would be of some relevance here to reflect on the colorful history
surrounding the analytical solution of a cubic equation of this kind, since
although a simple iterative algorithm will crunch its way to a solution of ade-
quate precision, some important further insight can be obtained from a solu-
tion in analytical form. The required ideal PD characteristic, obtained using
such an iterative method, is plotted out in Figure 5.2. Close inspection of
the PD characteristic in Figure 5.2 shows that at drive levels well backed off
from the compression region, the required characteristic approximates to a
complementary gain expander; the PD simply has to provide gain expansion
which cancels the corresponding gain compression of the PA. As the ampli-
fier is driven into more substantial compression, however, some extra expan-
sion is required from the PD due to the fact that a given increase in drive
to the PA no longer results in a corresponding increase in output. So the
required increase in PD output starts to escalate towards a point of no return
when the PA reaches saturation.
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Some further useful insight into the possible realization of a suitable
PD device can be obtained by expressing the solution of (5.1) in an analytical
form. The classical solution of Cardano will prove unhelpful in this case,
(5.1) being an example of the so-called irreducible cubic having three real
solutions. What we require is a power series expression for the solution in
order to establish the PD characteristic; this can be obtained by engaging an
ad hoc iteration routine in symbolic form. Rewriting (5.1) and setting a1 = 1,
the successive application of

v v a vp in p= + 3
3

will give a better approximation to the value of vp. Seeding the iteration with
the initial approximation vp = vin gives an infinite series for vp in terms of vin,
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(5.2)

Although we are still using the simplest possible third-degree model for the
PA, this result has some quite far-reaching conclusions. Most notably, an
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Figure 5.2 Ideal predistorter gain expansion characteristic for PA having third-degree
nonlinear gain compression.



ideal PD has to have a power series containing an infinite number of higher-
degree terms, despite the initial assumption that the PA has only third-degree
nonlinearity. The third-degree PD term has, as might be expected, the same
magnitude but opposite sign to the PA power series third-degree term (a3).
But a PD having only a third-degree characteristic will predistort the input to
the PA such that higher-degree terms will now be generated by the PA char-
acteristic. For example, if the PD characteristic is expressed as

v v b vp in in= + 3
3

then the amplifier output will be

( ) ( )
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(5.3)

So clearly, if we make a PD which has b3 = a3/a1, all third-degree distortion
will be removed from the PA output, but there will now be some new addi-
tional higher order distortion that was absent in the original PA. In order
to remove these higher order products, the PD has to have the additional
higher-degree distortion terms shown in (5.2). We will see in due course that
quite useful performance can be obtained from a PD that has a heavily trun-
cated approximation to the ideal response.

It is worth commenting at this point that nature probably doesn�t work
in polynomial form, and that just because a PD device having the ideal char-
acteristic shown in Figure 5.2 has an infinite polynomial series representation
does not necessarily mean it cannot be built; curves are curves, however one
chooses to model them. There is, however, a very good reason for basing PD
theory and design on the polynomial representation, as discussed in Chap-
ter 3: The power series terms all have direct significance in the frequency
domain. In particular, the lower degree nonlinear terms, such as third and
fifth, are the most troublesome in communications applications and merit
closest study. Even in the practical situation of a PA whose characteristics
cannot be accurately modeled using just a couple of lower degree nonlinear
polynomial terms, the removal of such lower degree nonlinearities will always
give a major improvement in PA performance. A power series representation
is also most convenient for the synthesis of a desired PD function, either
using analog elements or DSP algorithms.
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The polynomial expression in (5.3), which represents a third-degree PA
and a third-degree predistorter, also indicates a further general issue concern-
ing the properties and classification of predistorters. In Chapter 3 it was
reiterated that third-order distortion products, such as third-order IM or
adjacent channel spectral regrowth, can arise from degrees of nonlinearity
higher than the order of the distortion effect. For example, in (5.3), an IM3
product will be generated by all of the terms except the linear one. Thus, the
elimination of third-degree distortion by suitable setting of the PD third-
degree coefficient b3 will not eliminate third-order IM distortion. But the
correct value of b3 will cause the power backoff (PBO) slope of any residual
IM3 to be at least 5:1, since the lowest degree of distortion is now the fifth
power. Such a PD is termed a �matched� PD, for third-degree effects. If the
value of b3 is not �matched� and has a non-optimum value, there is still a
possibility for the now residual third-degree IM3 product to cancel with the
IM3 contributions coming from the higher-degree terms. Such cancellation
will only occur at a single specific drive level, and the cancellation level will
be specific to only a single distortion product. Nevertheless, such cancella-
tion can be useful in some applications, and will be considered further. Such
a predistorter will be termed a �notcher.� We will see that the matched PD
is a much more robust and generally useful device than the notcher, and
that the concept can be extended to handle more complex, and practical,
PA characteristics than the simple third-degree memory-less system consid-
ered here.

It is instructive at this point to evaluate gain compression and two-
carrier IMD responses for the third-degree PA with some specific cases of PD
response. Assuming a PA characteristic

v a v a vout p p= −1 3
3

and normalizing the terms such that a1 = 1, and the 1-dB compression point
occurs at an input level vp = 1 (giving a3 = 1 − 10−0.05 = 0.109).

Case 1: Third-degree nonlinear PA, PD with matched third-degree characteristic

For a matched third-degree (only) PD characteristic, b3 = a3, from (5.2), and
b5, b7, … = 0. From (5.3), the composite PD/PA power series now shows a
null third-degree term:

v a v a b v a b v a b vout in in in in= − − −1 3 3
5

3 3
7

3 3
3 93 3
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and the key point here is that the third-degree term is zero for all values of the
drive level vin. So for a two-carrier signal, the IM3 distortion will show essen-
tially a 5:1 slope, the higher-degree terms being negligible up to the 1-dB
compression value of vin = 1.

The PA, PD, and composite gain compression characteristics are
shown in Figure 5.3, along with the PA and composite IM3 response.

Case 2: Third-degree nonlinear PA, PD with matched third- and fifth-degree
characteristic

For a matched third- and fifth-degree PD characteristic, b3 = a3, and b5 = 3a3
2

[from (5.2)]. The composite PD/PA power series now shows a null third-
and fifth-degree term, for all input drive levels, but now has additional terms
extending up to the fifteenth degree:
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so the composite PA/PD IM3 response will now have a 7:1 slope, showing
only residual seventh-degree distortion (and higher degrees at a negligibly
low level); this is shown in Figure 5.4. In practice, of course, the PA will have
some fifth-degree distortion of its own, but this can still be cancelled by an
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Figure 5.3 PA with third-degree nonlinearity (dotted); composite PD/PA response with
third-degree PD (solid; b3 = a3).



appropriate readjustment of the PD coefficients to give the same results as in
Figure 5.4.

Case 3: Third-degree nonlinear PA, PD with �unmatched� third-degree gain
expansion characteristic

Figure 5.5 illustrates a situation where a PD has a roughly matching gain
expansion characteristic which in fact only passes through the exact required
PD characteristic at a single drive level. This turns out to be a very common
practical situation. Although now none of the power coefficients of (5.3) are
zero,

( )v a v a b a v a b v a b v a b vout in in in in= + − − − −1 1 3 3
3

3 3
5

3 3
2 7

3 3
33 3 in

9

if the third- and fifth-degree terms have opposite sign (e.g., b3 > a3/a1), then
there will be a single specific level of vin at which the third- and fifth-degree
contributions to the IM3 products will cancel. In the simplest case of a two-
carrier signal, there will appear to be complete cancellation of IM3 products
at this level; the IM3 output arising from the composite PD/PA characteris-
tic is given by

( ) ( )v a b a v a b vim in in3 1 3 3
3

3 3
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4

25

8
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Figure 5.4 PA with third-degree nonlinearity (dotted); composite PD/PA response with
PD having third- and fifth-degree characteristics (solid, b3 = a3, b5 = 3a3

2).



which can vanish at a specific level of vin, as shown in Figure 5.5. This desir-
able trait is tempered by a residual third-degree nonlinearity which reduces,
but does not eliminate, the IM3 product at lower drive levels.

Unfortunately, as we will presently discover, any signal more compli-
cated than a simple two-carrier type will have multiple third-order sidebands,
and the cancellation will not occur for each IM3 sideband at equal levels of
drive power. This is a warning against reading too much into predistorter results
using only two-carrier tests; all too often the deep nulls such as seen in Figure 5.5
do not pan out in multicarrier or spread spectrum signal environments.

Although the above three cases have been analyzed using a PA with a
very simple distortion characteristic, we will see that the results will hold up
in much more generalized cases, where the PA has higher-degree nonlinearity
and also AM-PM distortion. Cases 1 and 2 will be referred to as �matched�
predistortion, where the successive PA nonlinear coefficients are cancelled, in
theory, for all levels of input drive. Case 3 is an example of a �notching� pre-
distorter, where cancellation takes place only at specific drive levels, in the
form of nulls in the IM3 or spectral regrowth response. By and large, these
two categories also distinguish different classes of practical PD realization.
Simple diode PDs will usually be notchers, whereas the matched PD charac-
teristic provides a recipe for synthesizing a more robust PD design. Separate
functional analog blocks can be used to derive the different power terms, or
the PD power series can be viewed as an algorithm for DSP implementation.
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Figure 5.5 PA with third-degree nonlinearity (dotted); composite PD/PA response with
PD having �unmatched� expansion characteristics (solid; b3 > a3, b5 = 0).



5.3 PD Characteristic for General PA Model

The characterization of a nonlinear PA using a Volterra series was discussed
in Chapter 4. Using the techniques outlined there, it is possible to model a
given PA in terms of a selected degree of power terms an and their corre-
sponding phase angles, ϕn.

In almost any case, third- and fifth-degree terms will be needed, even to
obtain a useful approximation to the PA compression and AM-PM charac-
teristic, and the use of yet higher-degree terms may be necessary if the PA is
being driven up to its 1-dB compression point. For the purposes of this sec-
tion it will be assumed that this work has been done, and the focus is now to
derive a more generalized version of the PD characteristic. Clearly, the per-
formance of the predistorter will be highly dependent on the precision of
the PA model. The analysis presented in this section represents an important
step up in complexity and practical application, as compared to the ideal
third-degree PA results obtained in Section 5.2. It is, however, still some way
from being a completely generalized analysis of the predistorter inversion
problem, to which the dedicated reader is referred [1].

Figure 5.6 defines the system and symbols used in the foregoing analy-
sis. The analysis will show the fundamentally straightforward procedure by
which a set of matched PD Volterra coefficients [bm, ϕm] can, up to a chosen
degree, be derived as functions of a given PA characteristic, [an, φn].

2 The spe-
cific case shown here, which is one that is used in later examples, is for n,
m = 5. The process described can clearly be extended indefinitely to handle
higher-degree models for the PA than fifth; the precision which can be
obtained from a fifth-degree model has been discussed in Chapter 3. We
stress once again, however, that even in cases where a simple third- or fifth-
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degree model may be considered �inadequate� to replicate all of the small
gyrations of PA gain over a wide dynamic range, much value can still be
obtained from nulling the lower degrees of nonlinearity using a PD.

This analysis assumes that the hardware and signal environment is
compatible with the envelope domain formulation, also discussed before.
This allows substantial simplification in performing the inversion of the PA
characteristic, in that it is only necessary to consider the AM-AM and
AM-PM for a cw signal over a specified range; effects such as IM distortion
and spectral regrowth are then relegated to distortion in the envelope, or
baseband, frequency domain. This implies an assumption that the Volterra
coefficients are invariant over a timescale corresponding to the modulation of
the final signal. As discussed in Chapter 3, this assumption in effect ignores
any memory effects in the RF components, which will always start to become
significant at some level of precision in the whole linearization process.

The input signal to the PD, therefore, has the form

( ) ( )V t V tin = t wcos

where using the convention adopted in this book, a �τ� symbol indicates
time in the envelope domain, which will be orders of magnitude slower than
RF domain time, t. So the predistorted signal emerging from the PD will be
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where even-degree RF domain terms have been discarded, due to the
assumed band-limited nature of the system. For the same reason, it is now
possible to simplify (5.4) further, by eliminating all RF domain terms except
those which fall in the RF bandpass, giving (after the application of some
basic trigonometric identities)
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Now for the tricky bit; we have to substitute the above expression for Vp(t)
into the PA characteristic,
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It is now necessary to extract from the expansions of the above expression all
terms in V 3 and V 5. This involves some detailed working, which given the
help available nowadays from mathematical software will not be reproduced
in detail.

The third-degree, V 3 terms are fairly easy to see,
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So in order to eliminate all third-degree distortion, at any level of V, this
expression must be equal to zero, and making the usual normalization of the
linear gain terms, (a1, b1 = 1), the necessary third-degree predistorter coeffi-
cients are given by
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(5.7a)

the intuitive result extended to include AM-PM effects.
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The fifth-degree term is
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which after some further expansion and band limiting, setting the now
known results for the values of b3 and ϕ3, and making the usual linear gain
normalization (a1 = b1 = 1), simplifies to
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which as before can now be set to zero to eliminate all in-band fifth-degree
distortion, and obtain relationships for b5 and ϕ5 in terms of the PA parame-
ters. Solving the cosωt phasor geometry gives the relationships in the more
convenient form,
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(5.7b)

from which, taking appropriate care over the extraction of arctangents,
the required values for the PD fifth-degree coefficients b5 and ϕ5 can be
computed.

Clearly (and preferably with the assistance of a math solver), the above
process can be extended to any higher order desired, either for PA, PD, or
both. The key issue in this analysis is to show that the problem is completely
tractable; the lower degree solutions can be extracted first, enabling higher-
degree solutions to follow. This is not at all obvious in the initial formulation
of the problem, such as in (5.6). So the inverted PA Volterra series, of which
(5.7) is an example up to and including fifth-degree effects, is an important
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baseline on which to define an a priori method for synthesizing a predistorter
characteristic for a given PA. This applies both to DSP and analog
approaches.

We can now repeat the analysis of a PD/PA combination using the
three cases considered in Section 5.2, except now both the PA and PD
will have more realistic distortion characteristics, including higher-degree
AM-PM effects. We define a PA characteristic such that a3 = 0.1, φ3 = 150°,
a5 = 0.2, φ5 = 170° (a1 = 1), giving AM-AM and AM-PM power sweeps
shown in Figure 5.7. Note that the IM3 slope is now not a straight line; at
higher drive levels fifth-degree effects start to dominate and the IM3 response
tends towards a 5:1 slope.

Case 1: PD matched to third-degree only

For this case, we have simply b3 = 0.1, ϕ3 = −30°.
Figure 5.7 shows the two-carrier IM3 response up to the 1-dB com-

pression point, for the PA alone and the PD/PA combination. The basic pic-
ture is the same as for the simpler case considered earlier; the PD removes the
3:1 sloped IM3 component generated by the third-degree PA nonlinearity,
but there is a residual IM3 response which is close to a 5:1 slope. Of course,
no improvement can be expected in IM5 in this case, and is not plotted. It is
of interest now, using a more realistic PA model, to investigate the sensitivity
of the PD phasing term, ϕ3, and Figure 5.8 shows the effect of the PD having
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Figure 5.7 PA with third- and fifth-degree nonlinearity (dotted); composite PD/PA
response with �matched� third-degree PD (solid).



several different values for ϕ3. Here we see an immediate conflict with what
may seem intuitive expectations; the �incorrect� value of ϕ3 causes a substan-
tial reduction in the IM3 cancellation at all drive levels, not just at the high
end of the drive-power range where AM-PM effects become observable.

In a mathematical sense, this is not a surprising result; it is simply the
outcome of subtracting two vectors having the same magnitude but non-
aligned directions. Unlike AM-PM distortion at the fundamental, where the
relative strength of the linear term swamps the effect of the third-degree
phase differential at low drive levels, the IM3 signal has a steady ϕ3 phase off-
set from the input at all (lower) drive levels.

Case 2: PD matched, third- and fifth-degree

Using the results in (5.7), we obtain b3 = 0.1, ϕ3 = −30°, b5 = 0.221,
ϕ5 = −13.

Figure 5.9 shows IM3 plots for the PA alone and the PD/PA combi-
nation. As expected, there is now a residual 7:1 slope on the IM3, showing
that third- and fifth-degree distortion has been successfully removed, but a
seventh-degree distortion �residue� has been left behind by the predistortion
process. The IM5 plot will also show a 7:1 characteristic. Both of the PD
results will show the same sensitivity to the PD phase angles, as discussed in
case 1 above.

This is an ideal result, assuming not only that the PD parameters can
be precisely realized in practice, but that the PA itself can be modeled over
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the required dynamic input signal range using a fifth-degree Volterra series.
But it sets a target and compiles a recipe for practical predistorter design.

Case 3: �Unmatched PD�

Clearly, there is wide scope for illustrating the effects of PDs which have
unmatched, or not perfectly matched, characteristics to the PA. Such cases
result in notched IM responses, such as shown already in Figure 5.5. As
discussed previously, IM notches at specific power levels are still possible,
although inclusion of AM-PM effects in the PA and PD characteristics tends
to reduce the depth of the notches in IM power sweeps. There is also a gray
area between cases 2 and 3, where the PD characteristics are close but
not precisely equal to the ideal values. Such cases represent many practical
situations.

The above cases have been analyzed using a simple two-carrier signal
environment. Before drawing too many conclusions about the results and
their implications for PD design, it is necessary to evaluate PD performance
using a more complex multicarrier signal. In order to do this, it is necessary
to use a computational technique to generate the signal, impose the PD and
PA characteristic successively, and perform the necessary spectral processing
on the output signal. There are many commercial CAD tools available which
can perform this task, and the details of the computations used to obtain the
results in this section will not be given. A bigger problem in presenting such
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Figure 5.9 PA with third- and fifth-degree nonlinearity (dotted); composite PD/PA
response with matched third- and fifth-degree PD (solid).



results is the large number of signal environments which are encountered in
modern communications systems. It seems appropriate in the present discus-
sion to illustrate the PD performance using a multicarrier signal. Multicarrier
signals, in general, represent the biggest challenge to the PA designer. They
have both high peak-to-average ratio and zero crossing, and the spectral dis-
tortion is a stronger function of the AM caused by the multicarrier effect,
rather than any AM present on individual carriers.

So we now take another pass on the three cases, looking at the output
spectrum for a few levels of drive power.

Case 1: PD matched to third-degree only

PA: a3 = 0.1, φ3 = 150°, a5 = 0.2, φ3 = 170°
PD: b3 = 0.1, ϕ3 = −30°

Figure 5.10 shows two 16-carrier spectral sweeps, in which successive sweeps
are shifted in order to give a visible overlay effect. The first sweep shows the
PA by itself, operating at a power level close to the composite 1-dB compres-
sion point; this mean drive level will now, of course, be backed off (by nearly
10 dB) from the corresponding compression level for the previous two-
carrier signal. The overlaid second sweep shows the signal backed off by a
further 6 dB. This enables the third- and fifth-order IM products to be dis-
tinguished, but it is notable that this division is not as well defined as in a
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Figure 5.10 Multicarrier PA spectral response; third- and fifth-degree PA distortion
(1-dB compression level and 6-dB PBO).



simple two-carrier case. The close-in third-order products have a substantial
fifth-degree component, and therefore show a backoff slope somewhere
between 3:1 and 5:1.

Figure 5.11 shows the same sweeps taken with a third-degree matched
PD in place, with the unpredistorted PA sweeps included for direct com-
parison. As would be expected from the previous two-carrier results, the
improvement at the 1-dB compression point is quite small, and the fifth-
order products show a significant increase due to the third-degree PA charac-
teristic operating on the third-degree predistorted input signal. The picture
greatly improves as the power level is backed off; the benefits of matched
third-degree predistortion become more evident at lower power levels, where
third-degree effects start to dominate.

Case 2: PD matched, third- and fifth-degree

PA: a3 = 0.1, φ3 = 150°, a5 = 0.2, φ3 = 150°
PD: b3 = 0.1, ϕ3 = −30°: b5 = 0.221, ϕ3 = −13°

Figure 5.12 shows the same power/spectrum sweep conditions as in Figure
5.11, the difference being the inclusion of the fifth-degree matched term in
the PD characteristic.
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Figure 5.11 Multicarrier PD/PA spectral response; third-degree (only) PD, 1-dB com-
pression point and 6-dB PBO. Original PA responses (from Figure 5.10) are
also shown for comparison.



The higher (1-dB compression) drive level shows a substantial
improvement in the suppression of close-in third-order products, although at
the expense of some increase in the level of the more extreme fifth-order prod-
ucts. These increases are due to the generation of seventh-degree effects by the
fifth-degree PD, and will show a 7:1 backoff. This is shown in the 6-dB back-
off sweeps, which show major reductions in all visible distortion products.

Case 3: A �notcher�

PA: a3 = 0.1, φ3 = 0°, a5 = 0.2, φ3 = 0°
PD: b3 = 0.2, ϕ3 = 0: b5 = 0, ϕ3 = 0

Figure 5.13 shows the important difference between the matched PD and
the notcher, which causes cancellation at a single drive level. In a multicarrier
environment, the notcher looks much less attractive, in that the cancellation
only occurs at a single IM offset frequency, as well as a single power level.

The last result in Section 5.2 confirms an observation which is made
frequently by researchers in this field; notching effects are much easier to
demonstrate under two-carrier test conditions, and can �fill-up� in multicar-
rier or even single-carrier spread spectrum QPSK environments. This section
presents a quantitative analysis which indicates how and why this is so.
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Figure 5.12 Multicarrier PD/PA spectral response; �matched� third- and fifth-degree
PD.



We assume that the final PD/PA characteristic has the form

v a v a v a v a vo = + + +1 3
3

5
5

7
7 K (5.8)

where �v� is the input excitation, having the form

( ) ( )( )v V t= +t w tcos Φ (5.9)

where t represents the �slow time� of the modulation domain. For simplic-
ity, and without any loss of validity in demonstrating the issues under con-
sideration in this section, the phase terms in the PD/PA characteristic will be
ignored. Note also that the PD/PA response, (5.8), is redefined now in terms
of a �composite� amplifier, with its own set of an coefficients. These an coeffi-
cients incorporate the effects of an internal predistorter, but could also in
some cases represent an amplifier which has not been designed specifically
with a predistorter; notching effects of the kind under discussion here can
also be observed in some types of standalone PAs, as discussed in Chapter 1.

In the simplest case of a two-carrier signal, (5.9) becomes

( ) ( )v V t t= cos cosΩ w
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Figure 5.13 Multicarrier PD/PA spectral response; �notcher� PD. PD/PA responses only
for PBO levels �3 dB, �6 dB, and �9 dB.



where V is now a scalar amplitude and the modulation domain time, t, is
expressed in terms of the modulating frequency, W, so that just as t >> t, so
W << ω. The two-carrier situation was already analyzed in Section 5.2, so
that removing the Volterra phase angles from (5.5) gives, for the present case,
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The IM3 products come from the third harmonic component of cosWt,
modulating the RF carrier cosωt. All higher-degree cos(Wt) terms in (5.10)
will therefore generate a contribution to the final IM3 value. In accordance
with a fifth-degree truncation, the IM3 products can be written as the sum of
these third- and fifth-degree components.

In order to underline the key issue in this analysis, the cognizant trigo-
nometric identities are noted at this point:
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and this will be the amplitude of the upper and lower IM3 sideband,
AM-PM effects having been ignored for this analysis.

As noted previously, the IM3 amplitude (5.11) can be made to vanish
in two distinct ways. Clearly, in the case of a well-designed, matched predis-
torter, the coefficients a3 and a5 will be zero, so the IM3 �null� will have a
wide dynamic range, essentially independent on the signal amplitude V. In
what represents a wide range of practical situations, which can even include
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attempts to obtain matched PD performance, the a3 and a5 coefficients will
still have finite values, which may be opposed in sign, so that cancellation
occurs at a single, specific value of V. What distinguishes the two-carrier case
is that the IM3 products only occur at a single offset frequency, W. Anything
more complicated in terms of a signal envelope function, V (t), will result in
multiple IM3, and the same for higher order (e.g., IM5 and IM7) sidebands.
For example, consider the simplest next step in signal complexity, a four-
carrier system, which can be represented as

( ) ( ){ } ( )v V t t t= +cos cos cosΩ Ω2 w (5.12)

This can be easily seen to be a specific case of four RF carriers, with two pairs
spaced W apart, and a central 2-W spacing between the pairs. The in-band
IM3 products generated by a third-degree nonlinearity will have the form

( ) ( ){ } ( )V a V t t tim 3 3
3 33

4
2= +cos cos cosΩ Ω w

which can be expanded to show now a substantial band of IM3 products in
the envelope frequency domain,
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(5.13)

as shown in Figure 5.14.
The key issue here is that the amplitudes of the multiple sidebands vary

considerably over the IM3 band, most notably the extreme sidebands having
substantially lower amplitude than the inner ones. Note also that the highest
magnitude IM3 products, those at the w w± ±Ω Ω, 2 points are essentially
now gain compression components since they lie underneath original input
carriers; the third-order �spectral regrowth� band comprises the frequency
range w ± 2Ω out to w ± 6Ω, which shows a 4:1 voltage range, or 12-dB
power range, in the sideband amplitude.

A notching predistorter will typically show notching behavior with this
type of signal, but the notches will occur at different drive levels for the dif-
ferent sidebands in the IM3 spectral regrowth frequency band. With con-
siderably greater demands on algebraic motivation, the four-carrier signal
function (5.12) can be substituted into the fifth-degree term of the PA/PD
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characteristic, and fifth-degree contributions to the sidebands in the third-
order spectral regrowth band, given in (5.13), can be evaluated.

The results of this are
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from which it can be seen that the nulls in the separate IM3 sidebands, which
can be obtained by summing the individual contributions from (5.13) and
(5.14) and setting to zero, will occur at different levels of V, there being
no duplications in the various sideband coefficients in the fifth-degree
expansion.

This is just a simple step towards a signal which has many more car-
riers, or a spread spectrum signal. In each case, the essential mathematical
behavior analyzed here will be observed; the notching effect of a simple pre-
distorter can be seen to �travel� along the spectral regrowth zone as the signal
amplitude is varied.
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5.4 Practical Realization of the Predistorter Function:
Introduction

The results in Section 5.3 show that a predistortion function can be derived
as a mathematical function for a PA with a given characteristic. In practice,
of course, the characteristic of a given PA may not be accurately described
by a fifth-degree Volterra series, even if phase angles are included. This will,
unfortunately, usually be more apparent as efficiency enhancement tricks are
employed; the tradeoff between efficiency and linearity is one which nature
seems to hold particularly close. It is, nevertheless a fact that even if higher-
degree nonlinearities are playing a significant role in the upper end of the
power range, major reductions in IM and spectral distortion can be achieved
with the appropriate third- and fifth-degree correction. A more troublesome
issue is the variability of the measured PA parameters with different signal
environments. This subject was discussed in Chapter 3, and raises the issue,
indeed in some applications the necessity, of having a predistortion scheme
which can be adapted to varying signal conditions. In describing various
practical approaches to realizing the PD function, therefore, it is important
to recognize the possible need to adapt, or modify, the PD parameters using
external control signals.

It is clear that in the modern era of high-speed DSP, if a PD distortion
function can be defined algorithmically, the most obvious method for its
implementation is to use DSP hardware and appropriate software algo-
rithms. It is, however, still very relevant to consider possible implementation
schemes using analog hardware. The advantages and disadvantages of each
approach will be discussed in parallel with their descriptions in the following
section, but the overall conclusion is that a combined approach may be the
best way of leveraging the main benefits of both methods: speed and simplic-
ity for analog, and algorithmic precision for DSP.

Whether DSP or analog in nature, there are two basic methods by
which the input signal to a PA may be predistorted. These are shown, in their
simplest schematic form, in Figure 5.15. The first method, Figure 5.15(a),
could be described as the traditional predistorter, whereby a physical nonlin-
ear device is used. This device, usually consisting of one or several diodes, has
to be tailored to have the best possible approximation to the required PD
characteristic. The alternative approach is shown in Figure 5.15(b). Here the
PA has a gain and phase modulator placed on its input, so that the gain and
phase of the PA can be adjusted in accordance with its previously measured
nonlinear properties. The modulator therefore requires a two-dimensional
drive signal to perform its task.
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The process by which these drive signals are generated, in a dynamic
signal environment, opens up several sub-categories of PD architecture,
which have formed the basis for numerous proprietary products and patents
over the years.3 Most make the basic assumption that the gain compression
and AM-PM are functions of the �current� envelope amplitude. As discussed
at some length in Chapter 3, this assumption is quite approximate, and
ignores memory effects, whereby both the amplitude and phase distortion
may have additional dependency on immediately past values of the envelope
amplitude. Although a PD based on such an assumption may give useful per-
formance for some applications, memory effects constitute an ultimate limi-
tation in the performance of an open-loop linearization scheme. The DSP
approach does, of course, include the possibility for implementing a suitable
algorithm for memory effects in addition to the basic predistortion function.
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Figure 5.15 Predistortion categories: (a) nonlinear element and (b) vector modulator.

3. The reader is referred to the preface of this book for a general statement on patent issues;
this is a heavily patented area and any commercial implementation of the techniques
being described should not be undertaken without thorough patent searches and appro-
priate actions thereon.



5.5 Analog Predistorters

Analog predistorters come in two important sub-categories. The �simple�
predistorter, which usually consists of a configuration of one or more diodes,
and the �compound� predistorter, which can in principle synthesize the
required nonlinear characteristic using separate sections to generate the vari-
ous degrees of distortion. The simple PD relies fundamentally on selecting
and/or tailoring the nonlinear characteristics of the PD device to match, or
cancel, the PA nonlinearities; the compound PD does not rely on the nonlin-
ear elements having specifically tailored characteristics. The compound PD is
a less familiar concept and will be the main focus in this section.

Simple analog PD circuits abound in the literature [2�4]. They mainly
use a nonlinear resistive element such as a diode or an FET channel as an RF
voltage-dependent resistor, which can be configured to provide higher
attenuation at low drive levels and lower attenuation at high drive levels.
This principle is illustrated in Figure 5.16, along with some attenuation char-
acteristics which show a tradeoff between low-level insertion loss and the use-
ful range of gain expansion. In constructing simple predistortion circuits of
this kind, it is important to provide a path for the rectified dc in a manner
that does not slow down the response. One of the main advantages of these
simple PD circuits is that they work �on-the-fly� and can handle signal enve-
lopes which vary at speeds up to less than an order of magnitude down from
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the RF cycle time. Consequently, a more complicated configuration such as
that shown in Figure 5.17 represents a different tradeoff between simplicity,
performance and signal bandwidth. Here a PIN diode is used as the control-
ling element and is driven by a detector which senses the signal level. The
necessary scaling and offsetting of the detector output to form the necessary
drive to the PIN diode will usually involve the use of an operational ampli-
fier, and consequently several orders of magnitude of speed are sacrificed.

The typical performance of simple PDs of this type will show much
similarity to the �unmatched� predistorters analyzed in previous sections. It
is usually quite easy to adjust the PD settings such that the gain compression
of the PA is cancelled somewhere in the vicinity of the 1-dB compression
point. This will result in a sharp null in the IM characteristics in a simple
two-carrier test at about the same RF drive level as the cw cancellation. As
discussed in Section 5.3, however, the deep nulls tend to fill in when the
device is tested using a more complex signal. But these simple PD devices
are still useful, even valuable, in some applications such as RFIC PAs for
battery-operated handsets. One of the main factors which has limited their
use in these applications is the critical nature of the adjustments required to
position the null points. Such adjustments are undesirable in high-volume
applications, and the limitations and hazards of placing too much reliance on
an open-loop technique are apparent.

It is ironic that simple PD circuits of this kind may have been wrongly
positioned in the whole predistortion scenario. It seems that one strength
they may have, and which was analyzed in Section 5.3, is that for well
backed-off PAs, they can provide a precisely matched third-degree character-
istic which could alleviate much of the precision which would be required
from a DSP controller at these levels. One of the reasons that this valuable
property may have been overlooked is the importance of matching the cor-
rect Volterra phase angle; even a 10° error can virtually eliminate any low-
level correction (see Figure 5.8). The phase performance of simple PDs tends

180 Advanced Techniques in RF Power Amplifier Design

Figure 5.17 PIN diode attenuator driven by input peak detector.



to be given only secondary consideration. In general, the accompanying
AM-PM predistorter characteristic can be tailored by varying a series or
shunt reactive element, but above about 1 GHz such a design process will be
severely limited by the package reactances of surface-mount (SMT) compo-
nents. Once again, the RFIC designer has much greater scope in this area.

One interesting possibility for an RFIC predistorter is to use the satura-
tion characteristic of a mesa resistor, rather than a diode, as the nonlinear ele-
ment. The characteristic of a mesa resistor in a typical GaAs process is shown
in Figure 5.18. It has the general appearance of a saturating MESFET I-V
characteristic, but without the gate control. Such an element, placed in shunt
with a 50-Ohm transmission line, will show low resistance at low RF signal
levels (the normal regime for linear resistors using the MMIC process) which
will transition to a much higher resistance as the drive signal swings the volt-
age into the saturation region. The drive level at which the transition occurs
can be set by suitable choice of resistor dimensions, and the phase shift
(AM-PM) can also be set using a shunt capacitance.

All of the above predistortion devices have substantial limitations.
What is really needed is a method by which a given PD characteristic can be
�synthesized,� preferably using nonlinear devices whose properties do not
have to be precisely crafted in each individual case. An important concept in
making this critical step is shown in Figure 5.19. An incoming signal is split
into two paths, and recombined with a 180° phase shift at the output. One
path contains a nonlinear element, the other path contains a variable
attenuator and delay line which can be adjusted to cancel the linear com-
ponents emerging from each path. The output signal emerging from the
combiner, assuming a band-limited situation, now contains components
proportional to the third-, fifth-, and so forth degree powers of the input sig-
nal. In mathematical terms, if the input signal is v(t), then the upper path
will produce a signal

( ) ( ) ( ) ( )v t b v t b v t b v tu = + + + + + +1 1 3
3

3 5
5

5t t t K (5.15)

and the lower path will give a second signal,

( ) ( )v t b v tu = +1 1t

so the output 180° combiner (balun) will form the difference between these
two inputs, giving an output signal

( ) ( ) ( )v t b v t b v tu = − + − + +3
3

3 5
5

5t t K (5.16)
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Figure 5.18 Mesa resistor as predistorter: (a) I-V characteristics of �gateless FET� and
(b) RF characteristics using packaged low noise FET (NE760).
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Figure 5.19 Basic �cuber� configuration.



The key point about this signal is that the distortion terms can now be
scaled and phase shifted independently from the original undistorted input
signal. They cannot, of course, be so scaled with respect to each other (i.e.,
third and fifth), but for practical purposes it may be possible to set the drive
level such that only the third-degree term is significant, so that at least the
third-degree distortion term can be isolated. For these reasons, this device
is sometimes called, generically, a �cuber.� Specific analog implementations
based on this concept were quite widely implemented, and usually patented,
to generate polynomial-based predistortion functions in the pre-DSP era [5].
It bears some resemblance to the first loop in a feedforward system, but in
practice is a much simpler piece of hardware. In particular, the first-order
cancellation process does not need to be nearly so precise as that required in a
useful feedforward system.

Using a cuber of this kind, it is in principle possible to construct
an ideal, matched third-degree predistorter as discussed in Section 5.3. As
shown in Figure 5.7, such a device has useful and robust characteristics, only
falling short in the compression region where some higher-degree correction
would be desirable. A basic schematic is shown in Figure 5.20. The input sig-
nal is split, one part being the main signal line to the PA input, and the other
forming the input to the cuber. The cuber output is recombined with the
input signal to the main PA, following amplitude scaling and phase-shifting
elements. The key point about this predistortion scheme is that the ampli-
tude and phase controls at the cuber output can be used to set the effective
third-degree predistorter coefficients. This can be done using almost any
kind of nonlinear element in the cuber; the need to tailor a prescribed non-
linear device has been eliminated.
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Figure 5.20 Cuber used as predistorter.



This valuable property of compound predistortion is worthy of practi-
cal illustration. Figure 5.21 shows a schematic of a simple back-to-back diode
limiter, and a hardware realization using an FR4 test board and a pair of
SMT Schottky diodes (5082-2810). The measured swept power-limiting
characteristic is shown in Figure 5.22. Clearly, such a device has a compres-
sion characteristic and is not a candidate, in this configuration, for use as
a simple predistorter which would require gain expansion. Both the com-
pression and the AM-PM sweeps do, however, show quite characteristic PA
behavior. This similarity can be harnessed by placing the device into a cuber
cancellation circuit, as illustrated schematically in Figure 5.20. The first-
degree cancellation can be readily achieved on a test bench using a pair
of equal-power splitters, along with suitable gain and phase trimmers. The
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Figure 5.21 Simple diode limiter.

Figure 5.22 Measured transmission characteristics of shunt diode limiter.



resulting power sweep response is shown in Figure 5.23. The key observation
is the smooth 2:1 �gain� slope, indicating a well-behaved third-degree non-
linearity in the backed-off region, up to about 6 dB backed off from the 1-dB
�compression� point of the limiter. The corresponding phase angle can be
seen to be a steady value in this region, about 135°. This output signal from
the cuber can now be scaled and phase-shifted to give a precise third-degree
correction to any amplifier.

It should be pointed out that there are some practical inconveniences in
this otherwise promising contrivance. The combiners and splitters will create
a device with a significant insertion loss in the input to the PA. There is
a tradeoff; lower coupling factors into and out of the cuber result in lower
main path attenuation, but the nonlinear element will need to have the
required performance at a lower drive-power range. Equal-power splitters
and combiners will give a minimum of 6-dB insertion loss in the main line,
which with typical losses may grow to 7 or 8 dB. This is hardly a problem
for a high-power PA with many stages, but would be an issue in a low-cost
on-chip implementation. Temperature and aging effects also have to be
considered.

There remains an issue concerning the higher-degree nonlinearities
which appear at the output of the cuber and which will not, in general, be
matched to the requirements of the PA. One possible approach to this issue
is to consider the use of a nonlinear element in the cuber which has a
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characteristic that matches the PA. This is a seemingly simpler task than try-
ing to create a device with an inverted PA nonlinearity. Unfortunately, recall-
ing the results in (5.7a) and (5.7b), a simple phase inversion, or �negation,�
of the fifth-degree PA nonlinear coefficient is not the correct fifth-order PD
coefficient.4 So the use of a smaller periphery, or a small section of the PA
output transistor, as the cuber nonlinear element is not, theoretically, an
acceptable solution.

Figure 5.24 shows a possible method by which both third- and fifth-
degree nonlinear terms can be separated. The signal is now split between two
separate cubers, one being set through an input adjustment (or asymmetrical
input coupling factors) at a substantially higher drive level such that it gen-
erates much higher fifth-degree distortion than the other. Then by suitable
scaling and recombining it is possible to cancel the third-degree distortion
signals at one cuber output, and cancel the fifth-degree signals at the other.
Each distortion signal can then be scaled and phase-shifted. Such a device has
been proposed in principle, but not described in detail [6]. Although it may
appear that DSP now offers a more logical approach to implementing algo-
rithmic nonlinear functions, the inherent speed of the analog approach may
still have a part to play.
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One of the difficulties in a practical realization of the system shown in
Figure 5.24 would appear to be the longevity of the various attenuation and
phase settings over changing signal and environmental conditions. It seems
all too easy to dismiss the concept as a tweaker�s nightmare, having a useful
operating lifetime measured in minutes. But the same could, and will, be said
of a feedforward loop in a basic manually adjusted implementation. Both sys-
tems need the care and attention of an adaptive software monitoring system,
and it seems only fair to consider the various different linearization
approaches on equal terms. Another issue is the relative complexity of the
hardware, which essentially attempts to perform analog computations on the
incoming signal. Such computations could, in principle, be performed with
ease by DSP, but again a fair comparison has to be made. The compound
predistorter works on a sample of the original signal and delivers a suitably
distorted version directly to the PA. The process is fast, and achieving signal
bandwidths up to even 10% of the RF carrier would be quite feasible using
carefully designed RF components. A DSP system attempting the same task
first has to translate the signal into a form where the computations can be
performed, and then reconstruct, or modify, the signal to form the final out-
put. With the availability of high-speed DSP hardware, the digital approach
is quickly becoming the favored approach, but it is important to recognize
that the underlying predistortion task remains the same.

The compound cuber would appear to emerge from the above discus-
sion as a method for obtaining a robust linearization performance using a
piece of microwave hardware which consumes little or no power. Its strength
lies in an ability to generate a precisely scaled and phased third-degree correc-
tion signal at backed-off drive levels where third-degree effects in the PA
dominate the generation of close-to-carrier distortion. A corresponding
improvement in EVM will also be obtained. Such devices represent an
important and major step forward in predistorter design, from the simple
traditional diode expander. There may be some benefits from using such ana-
log predistortion configurations with DSP adaptation, as compared to the
conventional methods of applying DSP correction.

5.6 DSP Predistortion

Referring to Figure 5.15, the use of an input gain and phase modulator is
a quite distinct method of predistorting a signal, and it is justifiable to ask
whether the detailed mathematical formulation of PD characteristics given in
previous sections is still applicable. Basically, the modulator synthesizes the
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entire PD response, to however many degrees are used, at each level of the
applied RF signal; the Volterra characteristic is turned back into a gain-phase
transfer versus RF drive level characteristic. So one method of deriving the
modulator drive signals is to evaluate the required gain and phase adjust-
ments using the predetermined PD response as an algorithm. Then, of
course, it is necessary to transform these numbers into corresponding drive
signals to the modulator, which may well have a Cartesian, rather than a
straight polar, drive input. This second part of the process will almost cer-
tainly involve the use of a look-up table (LUT) based on a priori characteriza-
tion of the modulator, and the question arises as to whether this kind of
predistorter should not simply use an LUT in the first place, which includes
both the PA predistortion requirements and the modulator drive as a sin-
gle composite table entry for an appropriate density of RF drive levels. Such
linearization schemes, based on LUTs, have been described extensively in the
literature, and have formed the basis for some commercial linearized PA prod-
ucts. Some of the issues surrounding the use, and compilation, of LUTs will
be discussed in this section, although the reader is referred to an extensive lit-
erature for a more detailed treatment of the DSP aspects of the subject [7�9].

Without here resorting to the mathematics, which essentially confirms
the equivalence of the two predistortion methods of Figure 5.15, it is instruc-
tive to look at some simple numbers. Clearly, if the PA is running at 1-dB
gain compression and 10° of AM-PM, it is possible to imagine sending
appropriate signals to the modulator such that its insertion loss is reduced by
somewhat more than 1 dB (to allow for further compression, as discussed in
previous sections), and also to introduce an input phase shift to allow for the
now considerably higher than 10° of AM-PM that the PA will display as a
result of the increased input amplitude. Clearly, and as discussed in the early
sections of this chapter, there will be a �point of no return� where the escalat-
ing compression of the PA will not allow any increased level to restore the
output to its appropriate �linear� level. But at levels backed off by a few deci-
bels, the predistortion modulation process quickly becomes less troublesome,
the correction levels of amplitude and phase being very close to the gain com-
pression and AM-PM values of PA performance.

At still lower levels of PBO, a different kind of problem emerges. The
corrections, measured in decibels and degrees, become very small numbers
and the precision required from the control signals becomes correspondingly
greater. This problem is illustrated in Figure 5.2, for a simple third-degree
PA nonlinearity. At the 10-dB backoff point, the compression is 0.1 dB, and
at the 20-dB backoff point the compression is 0.01 dB. So in order for the
linearization process to be effective in the 10�20-dB backoff range, precision
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measured in terms of 0.001 dB will be required. If the amplitude modulator
is assumed to have a simple logarithmic attenuation drive characteristic, say,
a range of 5 dB over 0�5-V drive, a precision of 0.001 dB would require a
14-bit digital-to-analog converter (DAC). Such a device is available, but has
a speed limitation. There is also the issue of whether the devices used in the
modulator itself will maintain operation to this degree of precision.

It should be noted that there are other applications, for example, the
calibration of detector diodes in precision microwave power meters, where
the low-level performance is sufficiently close to expectations based on device
physics that a simple analog device may find the required precision less tax-
ing than one using DSP controls. In other words, a simple third-degree com-
pound cuber (as discussed in Section 5.5) having third-degree amplitude and
phase coefficients well matched to those of the PA may do as good or better
job than a DSP-driven modulator in this well backed-off region. This aspect
of linearization probably receives less attention due to the fact that at such
levels the PA distortion and EVM may well fall within specified levels in any
case. But it raises the possibility of a hybrid approach, using a compound
analog predistorter as the DSP control elements, rather than a simple vector
modulator. Such an arrangement would have more built-in predistortion
action, particularly at the lower drive levels. At higher levels, DSP optimiza-
tion routines could be used to set the scaling and phasing elements to suit the
changing signal and physical environment.

A more conventional approach, however, is to use an LUT to drive an
input modulator, as shown in Figure 5.25. It should be noted that the use of
an input signal delay can in principle, compensate for the processing delays
in the detection and DSP and in this sense the system is not limited by the
speed of the DSP itself. Such a device will, however, have all of the same
limitations as any other form of predistortion device. In particular, the
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escalating AM-PM characteristics of most PA devices as they enter the com-
pression region, along with the mathematical amplitude limitation discussed
earlier, will restrict the practical range of linearization. As has been discussed
several times in this chapter, the correction signals have to contain multiple
harmonics of the baseband signal in order to perform the necessary predistor-
tion function; this places a more stringent requirement on the data convert-
ers than that required to generate the original signal. Having said this, it
seems that up to the 1-dB compression point, a well-designed predistortion
scheme should be able to reduce ACP and EVM substantially, compared to
the uncorrected PA. There are, however, a number of additional practical
limitations which make this a difficult performance level to achieve in prac-
tice. At the risk of a little repetition in some cases, these limitations are now
listed.

1. LUT precision. This is a complicated issue, and a detailed treatment
is not attempted in this book, but several points are worth making:

(a) The LUT can be either physical, or implied in the form of a
suitable algorithm. The final drive signals to the physical PD
control lines will have to incorporate the characteristics of the
drive elements (e.g., vector modulator) as well as the PA itself.

(b) The LUT, or computational workload, will be much lower in a
system which �modifies� the incoming signal, rather than one
which �reconstructs� the signal. The reconstruction approach
becomes more viable in situations where the complete trans-
mitter design is being undertaken, and the predistortion can be
done as part of the baseband processing.

(c) The predistorted signal emerging from an ideal predistorter
will necessarily contain harmonics of the baseband modulation
signal. In practical terms, this means that the DSP drivers have
to work at a speed corresponding to maybe an order of magni-
tude faster than that required to generate the original signal; in
multiplexed multicarrier systems, the required frequency com-
ponents may be an order of magnitude higher than the maxi-
mum carrier spacing.

(d) A simple static power sweep, measuring gain compression and
AM-PM will typically be neither precise enough, or even repre-
sentative, of dynamic signal conditions. This issue (see Chap-
ter 3) may well be a fundamental limit to the effectiveness of
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predistortion as a standalone (as opposed to a complementary)
linearization technique.

(e) The effects of any changes in input and output mismatch can
be quite significant on the LUT values. The final PA assembly
must be well isolated from external mismatches, and any inter-
nal switching required to perform LUT refreshes must be
similarly isolated in order to maintain a constant impedance
environment for the PA, PD, and all of the associated moni-
toring circuitry.

2. LUT longevity. The issue of longevity often triggers a discussion on
long-term PA drift, temperature effects, and related environmental
issues. In fact, the longevity problem in any predistortion
configuration will typically be a much shorter-term effect caused by
changing signal conditions. In any Class AB amplifier, the thermal
dissipation in a device varies with drive level, and the PA design
should take account of this as an additional design issue. The varia-
tions will start to show themselves on different timescales as the sig-
nal environment changes. Experimental data presented in Chapter
3 shows that even at envelope speeds of 10 kHz, some hysteresis
and asymmetry can be observed in a Class AB device. But at longer
timescales, the time-averaged power dissipation can cause signifi-
cant changes in gain and phase which may show up as additional
ACP. Such changes can only be accommodated by having a
dynamic LUT refreshing system. In principle, the thermal effects
have a defined physical origin, and it would seem that the integra-
tion of dynamic thermal behavior into the familiar electrical non-
linear models will be required to establish an algorithmic
formulation of these changes.

3. Envelope input sensing. It is commonly assumed that the dynamic
sensing of the input signal envelope is a trivial task compared to
the generation of a suitably predistorted version of it. In fact, as
signal throughputs continue to rise, this can become a substantial
problem in its own right. The classical envelope detector has a
tradeoff between the precision of the detection process and the
number of RF cycles used to determine the final detector output.
This tradeoff becomes more critical as the signal bandwidth and
RF carrier frequency become closer. A multicarrier signal, spread
over, say, 10 MHz at a carrier frequency around 1 GHz represents
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a challenge to the detector designer. The envelope amplitude
measurement system, along with the necessary post-detection
amplifier, will require calibration. This can in principle be inte-
grated into the main PA LUT. Care must be taken in using any
detector that thermal effects do not introduce hysteresis into the
measurement at the high end of the power range.

Taking due account of the above issues, one approach to the calibration and
maintenance of an LUT-based predistortion system looks quite attractive,
and has already been introduced briefly in Chapter 4. Figure 5.26 shows a
configuration which allows a PA to be switched between two linearization
modes, analog vector envelope feedback and DSP predistortion. The gain
and phase modulator elements are common to both linearization loops, so
that the DSP can dynamically monitor, and save, the correction drive signals
for a selected signal environment while the feedback performs the lineariza-
tion in a desirable closed loop fashion. The key issue here is that the DSP
LUT can be loaded using a dynamic calibration signal which is slow enough
that the loop delays have a negligible effect on the linearization fidelity. This
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form of calibration, which may be limited to a few tens of kilohertz signal
bandwidth, will nevertheless provide a much better set of LUT values than
a simple statically based equivalent. The system in normal operation will
be run using the direct DSP drive from the LUT; the speed of this will be
mainly limited only by the speed of the DSP components. Unfortunately, as
discussed in Chapter 3, such a system will still falter if the PA displays mem-
ory effects, although careful choice of a representative test signal may allevi-
ate this limitation in some cases. Such �hybrid� combinations, consisting of a
DSP-driven correction system which is operationally calibrated and updated
by a closed analog loop would seem to have extensive scope.

Given such a relatively simple and convenient DSP calibration system,
there is considerable justification for reconsidering an algorithmically based
DSP correction system, depicted in Figure 5.27. Here the function of the
DSP processor is to evaluate a suitable algorithm, based on the instantaneous
envelope amplitude, in order to generate an appropriate correction drive to
the vector modulator. This may appear to be an inherently slower process
than the use of a ready-made look-up table; indeed, this may be a reason
for LUT systems to dominate the current literature on this subject. But the
advantage of an open loop system is that the signal itself can, in principle,
be delayed for the duration of the DSP computation process; the software
would have to be written such that the computation time would be approxi-
mately constant for all signal and correction levels. The key difference
between an algorithmically based system and an LUT is that there may be
only a few parameters required for the algorithm. It would, of course, be nec-
essary to use more terms in a polynomial series than the simple third- and
fifth-degree models which have been used throughout this chapter, to obtain
the more demanding precision required in current MCPA specs. But even if
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the number of parameters may be in the 10�20 range, this would be a much
more manageable situation for adaptive control than a large LUT. Further-
more, the algorithm could incorporate some hysteresis, or memory, effects.

As DSP speed and availability increase, there seems little doubt that
these techniques will play an increasing role in PA linearization.

5.7 Conclusions

Predistortion is a useful technique, which has possibly suffered from a lack of
a satisfactory a priori design approach in the past. This chapter has shown
one such approach, based on the inversion on the Volterra series model for
the PA. The results from this analysis show some important practical guide-
lines and pitfalls for predistorter design. In particular, the traditional
approach of tailoring a device with a �mirror image� gain expansion charac-
teristic is both unsound and even unnecessary in many applications. The
concept of a compound predistorter, where the various degrees of distortion
can be accurately synthesized, with correct phasing angles, is a robust and lit-
tle used approach to analog PD design. Its key feature is the elimination of
the need to tailor the nonlinear characteristics of the PD device.

The availability of faster DSP has opened up possibilities for more pre-
cise realization of PD functions. It seems that DSP drivers will replace analog
predistortion in most applications. There is some room for maneuver in the
analog applicator, which is still required in a DSP PD system. This is con-
ventionally viewed as a simple vector modulation device, but this raises issues
of precision at well backed-off drive levels. A more satisfactory approach may
be to take a compound analog PD device and use DSP to control the various
amplitude and phase scaling adjustments, in a system which monitors
the overall system performance in changing signal and environmental
conditions.

On the negative side, PA memory and hysteresis effects represent a
formidable limit to the ability of standalone PD systems to give the levels
of correction possible using feedforward techniques. There is also a more
fundamental problem that the cascading of two nonlinear devices leaves a
residue of high-order nonlinear products that were absent in the original PA
response. A predistorter has not only to linearize the target PA, but it has to
clean up after itself as well. This aspect of predistortion remains an under-
rated problem, and has all too often been swept under the carpet by research-
ers who use carefully chosen spectrum sweep ranges to display their results.
The simplified models used in this chapter can be criticized on the basis that
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they cannot accurately represent the nonlinear characteristics of some
RFPAs. There is, however, a counterargument which says the analysis shows
that such amplifiers cannot be successfully predistorted without excessive
bandwidth in the video and digital drive circuits. The way out of this
problem, and a path which appears to be followed by commercial PD-PA
products, is to use a well-behaved PA which is well backed off from the com-
pression region at PEP levels. This kind of amplifier lends itself not only to
lower degree polynomial modeling, but more robust and useful predistortion
linearization.
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6
Feedforward Power Amplifiers

6.1 Introduction

Almost forgotten for a half century, the feedforward amplification technique
has re-emerged as one of the most active technical topics in the wireless
communication era. Despite continuing attempts to devise easier and more
efficient alternatives, the feedforward method appears to be the most viable
approach for making commercial PA products which can handle modern
wideband multicarrier signal linearity specifications. Yet doubts remain
about its production worthiness. It has to be classified as an open-loop cor-
rection method, and is therefore vulnerable to many of the effects for which
closed-loop systems can claim some immunity. Environmental changes, drift
in device and load characteristics, and even changes in the signal environ-
ment itself have to be carefully monitored by an extensive analog and digital
housekeeping workforce, which can add substantially to the power consump-
tion of a system which is already inefficient in its use of transistor periphery.

Such is the fundamental reliance of any practical feedforward system
on monitoring and corrective adaption schemes, that the published literature
of the last decade or so has almost entirely been concerned with these periph-
eral aspects. This includes a formidable litany of patents. But the real issue
for final users, not to mention start-up entrepreneurs, seems to be the prob-
lem of converting the frequently admirable results obtained in research and
engineering labs into an economically viable and producible product.

This chapter attempts to cover the theory of feedforward amplification
in a manner that complements, rather than duplicates, existing in-depth
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treatments in recent literature [1, 2]. The approach, as with most of the
main topics in this book, is to examine the operation of the system using
simplified polynomial models for the PA components. This provides a quan-
titative analysis of feedforward operation and some of the tradeoffs between
linearization performance and efficiency. The physical implementation of
adaptive controls is not covered, but the theoretical treatment is able to make
some useful statements about the potential of such controls. This is a back-
to-basics approach, which hopefully yields a few mild surprises even to those
already immersed in the design of commercial feedforward PA products.

6.2 The Feedforward Loop

Before looking at a block diagram (Figure 6.2), it is worthwhile first to con-
sider Figure 6.1, which shows, in the simplest possible format, what a feed-
forward (FFW) loop actually does in relation to the PA within it. The basic
action of the FFW loop is to provide, dynamically, the necessary power
to �top-up� the gradually compressing characteristic of the main PA. In this
respect it can be compared to a similar diagram (Figure 5.1) for a predis-
torter; the FFW loop is in effect an additive process which performs a similar
linearization function, the difference being that the corrective action takes
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place at the PA output. As with well-designed predistorters, the correcting
signal will have a phase characteristic which also neutralizes any AM-PM dis-
tortion in the main PA. Clearly, this topping-up procedure has to be done by
adding the required power at the PA output. One of the major frustrations of
the FFW designer is the absence, and apparent impossibility, of a unidirec-
tional, unequal power-combining device to perform this additive function.
The process of power addition seems inevitably to involve the loss of main
PA power and a need to generate the correction power at a much higher level
than is originally required, based on the PA nonlinearity. This is an impor-
tant issue and has a negative impact on the efficiency of feedforward systems.
It will be discussed in more detail in Section 6.4.

A basic feedforward loop is shown in Figure 6.2. The operation of this
loop is traditionally described by a vigorous display of hand-waving which all
too frequently glosses over some important basic issues. We will therefore
proceed in a quantitative manner at the outset, using the conventions estab-
lished in previous chapters to simplify the analytical process. For a first pass,
a simple cw RF carrier excitation will be assumed. As is customary in these
analyses, AM-PM distortion will be ignored during the first pass, but will be
reconsidered in due course.

Assuming, for further convenience, a symmetrical 3-dB input power
divider, the input signal reaching the main PA is

v v tin = cos w

so the PA output, incorporating simple third-degree gain compression, is

( ) ( )v a v t a v tpa = −1 3
3cos cosw w (6.1)
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then the signal appearing at the output of the sampling coupler on the PA
output will be

( ) ( )a a w a wv a v t a v tpa = −1 3
3cos cos

α being the voltage coupling factor.
This signal is now subtracted from the undistorted signal that has

passed through the delay line, assumed lossless but having a signal delay
matched to that of the PA. So the result of this subtraction gives an �error
signal,� ve, given by

( ) ( )v v t v v t a v t a v te pa= − = − +cos cos cos cosw a w a w a w1 3
3 (6.2)

In practice, this subtraction process will inevitably include an extra attenua-
tion factor on both signals; this is omitted here since it can be easily made up
in the subsequent error amplifier gain.

This expression for ve simplifies to something very useful-looking if
α = 1/a1:

( )v a v te = a w3
3cos (6.3)

Clearly, if this voltage is scaled back up by a factor of 1/α(= a1), and added to
the signal emerging from the main PA given by (6.1), so that

( ) ( ) ( ) ( )v a v t a v t a v tout = − +1 3
3

3
31cos cos / cosw w a a w

the final output will be perfectly linearized. The error power amplifier (EPA)
basically performs this scaling task; however, the gain of the error amplifier
has to be greater than 1/α in order to compensate for the (voltage) coupling
factor β of the output coupler which is being used to achieve the necessary
addition in the PA output. If, as has already been assumed for the present
introductory treatment, the error insertion network is a conventional micro-
wave directional coupler, the voltage coupling factor β will result in a com-

plementary through-port transmission factor of 1 2− b ; this represents a

tough design decision. For example, a value of β = 0.5, or 6-dB coupling
factor, results in both a wastage of the main PA output power of 1.2 dB
(= 10Log(4/3)), and a requirement to generate an additional 6 dB worth of
correction signal. Lower values of the coupling factor β will result in higher
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EPA power requirement, with less PA power wastage. Ever since the earliest
reported implementations of feedforward systems [3], attempts have been
made to reduce this power wastage.1 This subject will be discussed further in
Section 6.4.

This analysis assumes that the amplifiers and other components have
sufficient bandwidth to include all of the nonlinear products which are gen-
erated by the main PA. In practice, the third harmonic components con-
tained in the PA output (6.1) will be filtered out by the bandpass
characteristics of the components. Fortunately, this does not affect the over-
all conclusion; the PA output will now contain only a first-order, third-
degree gain compression term, obtained by expanding and band-limiting
(6.1),

v a v t a v tpa = −1 3
33

4
cos cosw w

which will still generate the appropriate first-order correction signal after
passing through the differencing network, error power amplifier (EPA), and
output insertion coupler.

Two critical issues will both complicate and degrade the simple lineari-
zation process as described so far. Firstly, the nonlinearity of the EPA needs
to be considered. Secondly, the requirement for maintaining precise ampli-
tude, delay, and phase tracking of the various signals around the loop needs
also to be quantified. It is instructive to pursue the present, somewhat ideal-
ized, analysis to include both of these effects.

Considering the nonlinearity of the EPA first, it is clear that the EPA
will always generate distortion products that will appear in the final loop out-
put, and these will be completely outside the corrective action of the loop.
This, unfortunately, is where the FFW loop shows a major distinction from
closed loop feedback systems; the correction process is a one-way affair,
which is not itself subject to further iterative revisions.2 In order to pursue
the effect of EPA nonlinearity on the loop linearization performance, it is
necessary to make a design decision concerning the power capability of the
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FFW loop restores linear operation, a 1-dB through loss in the coupler has not reduced
the power available from the PA output transistors from that which can be obtained in
an unlinearized configuration; this point was strongly made by Seidel [3].

2. This is a statement in support of the double-loop FFW system, which is considered later
in this chapter.



EPA, in relation to the main PA. Clearly, it is desirable to have a much lower
power EPA in order to maximize the system efficiency, but the output level
at which the system linearity becomes limited by EPA distortion will then
also be lower. Selection of EPA power develops quickly into a complicated
design problem, interacting with the power backoff (PBO) level of the main
PA, the choice of both coupling factors (α and b), and the fidelity of ampli-
tude and delay tracking. This tradeoff will be considered further in Sections
6.5 and 6.6. For the present analysis, the EPA is assumed to have a simple
third-degree characteristic defined by power series coefficients [bn], from
which some preliminary observations can be made concerning the effects of
the EPA on loop performance.

Picking up the analysis from the expression for ve (6.3), the EPA output
will be

( ) ( )
v b v b v

b a v t b a v t

epa e e= −

= −

1 3
3

1 3
3 3

3 3
3 3 3

a w a wcos cos
(6.4)

As already observed, the first term in (6.4) will be the originally desired can-
cellation voltage which linearizes the main PA output, assuming that the
EPA gain b1 incorporates both the sampling factor (1/α) and the output
insertion factor (1/β). The second term clearly has a large number of higher
harmonic components, all of which can be assumed to be outside the system
bandwidth. There is, however, a residual fundamental component which is
proportional to the third power of the main PA third-degree coefficient a3

and, significantly, also proportional to the ninth power of the input signal
magnitude, v 9. This term represents uncorrected output gain compression
caused by the nonlinearity of the EPA. The 9:1 PBO of residual distortion
products that will be displayed by such an FFW loop is an important factor
in determining the required EPA power capability, since there is little point
in reducing the EPA nonlinear contribution to a level which is lower than the
signal resulting from a cancellation error between the third-degree terms in
the EPA and PA outputs. The dependency of the residual distortion term on
the third power of a3 is also highly significant. This shows that any reduction
in a3, corresponding for example to a PA provided with a predistorter, an
internal feedback loop, or even an internal feedforward loop, will show a
greatly magnified improvement when placed into an FFW system.

The above analysis serves as an introduction to the operation of a feed-
forward loop. For any selected signal amplitude v, the PA distortion products
are isolated by the process of sampling and subtraction in the first loop,
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followed by cancellation in the second loop. Clearly, this is a �fast� process,
performed entirely in the RF time domain, without any need to convert the
signals to baseband or IF. Thus if the amplitude v in the above analysis is
now made a time-varying envelope function v(t), the loop can be expected to
respond and maintain an output envelope which is a highly linear replica of
the input envelope function. Indeed, the timescale on which t may vary, and
the loop integrity maintained, will be much faster than most of the alterna-
tive linearization methods so far discussed. In this sense, the above analysis
can be considered to be a more general case as far as the excitation is con-
cerned. It would be appropriate, however, to include the possibility of
AM-PM distortion in the main PA.

If the third-degree Volterra phase angle is now included in the PA out-
put, the output from the main PA can be rewritten as

{ } ( ){ }v a v t a v tpa = + +1 3 3

3
cos cosw w j (6.5)

which will thus show AM-PM distortion. As discussed in Chapter 3, the
value of a3 will increase, for a stipulated level of gain compression, as
the angle ϕ3 takes on values other than the zero AM-PM case of ϕ3 = p. Thus
the required EPA power output for linearizing the amplifier will increase due
to the presence of AM-PM, at a given level of AM-AM, or gain compression.
This effect can be quantified by expanding (6.5),

{ } ( ){ }v a v t a v tpa = + 



 +1 3

3
3

3

4
cos cosw w j (6.6)

where only first-order, or fundamental, terms have been retained.
Thus, the error signal ve at the output of the differencing network

will be

( ){ }v a v te = − 



 +a w j

3

4 3
3

3cos

It is already clear that this is the required correction signal for addition to
the PA output, after suitable scaling. But the increase of a3, which follows
directly from non-p values of the Volterra angle ϕ3, means that the EPA has
to generate more power for a main PA which has AM-PM at a given level of
gain compression and at a given output power. This is an important issue
and is worthy of closer inspection.
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6.3 AM-PM Correction in the Feedforward Loop

It will be more convenient in this section to describe the PA output in terms
of the measured AM-PM at a given input amplitude level, since this is the
usual manner in which AM-PM distortion is measured and specified. So
returning once again to the expression for the PA output, (6.1), this will now
take the form

( )v v tpa = +g w fcos (6.7)

where γ represents the fractional voltage gain compression and φ the AM-
PM distortion. This formulation seems quite natural from a pragmatic
standpoint, since it uses directly measurable PA characteristics. It is, however,
hazardous from an analytical viewpoint in that γ and φ are both functions
of the input signal amplitude v. It nevertheless serves the present purpose,
which is to quantify the additional EPA power requirements in the presence
of AM-PM.

After passing through the error-signal forming loop, the resulting cor-
rection signal generated at the output will have the form

( ) ( )v t v t v tcor cos cos cosw w g w f+ = − +∆ (6.8)

where vcor represents the amplitude of the EPA output signal after it has
passed through the output insertion coupler. Clearly, if γ = 1 and φ = 0,
there is no correction signal.

Equation (6.8) rearranges to give

( )v v

v v
cor

cor

cos cos

sin sin

∆
∆

= −
=

1 g f

g f

so that

( )v vcor
2 2 21 2= + −g g fcos (6.9)

The formulation of (6.9) contains some surprises. A frequently asked ques-
tion about PA distortion is the relative deleterious effects of AM-PM in com-
parison to gain compression. Equation (6.9) allows a direct comparison to be
made, using the EPA power as a quantitative measure of discomfort, in the
context of a feedforward correction scheme. For example, a PA which has no
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AM-PM (f = 0) will require an EPA correction signal at its 1-dB compres-
sion point, given by

( )
( )( )

( )

v v

v v

v

c

c

1
2 2 2

1
0 05

1

1 10

01087

dB

dB

= −

= −

=

−

g

.

.

(6.10)

Alternatively, a PA which has AM-PM but no gain compression (g = 1), at
the same input level v, requires an EPA correction voltage given by

( )v vc f f2 22 1= − cos (6.11)

For example, if the AM-PM is 10°, (6.11) has a value of

( )( )
( )

v v

v v

c

c

10
2 2 0

10

2 1 10

01743

= −

=

cos

.
(6.12)

which can be seen to be a bigger signal than that required for the 1-dB com-
pression case, actually about 4 dB higher in power. In fact, the AM-PM
which gives the same level of EPA correction as that in (6.10) is about 6°.

In practice, of course, PAs have both gain compression and AM-PM.
The effect of the AM-PM is to place a significant extra workload on the EPA,
as shown in the vector diagram of Figure 6.3. Clearly, as the PA output signal
shifts in phase around a constant radius representing a particular compres-
sion level, the length of the correction vector increases rapidly, even for lower
compression values. The �error vectors� shown in Figure 6.3 demonstrate a
weakness, possibly even an Achilles� heel, in the otherwise admirable feedfor-
ward correction process. It is one thing to provide an external power source
in order to top-up the gain compression of a PA; this is entirely within nor-
mal intuitive expectations based on energy considerations. But the use of
additive power to correct a phase error, albeit in a mathematically precise
manner, seems wasteful. In designing and selecting a PA for feedforward use,
it is clearly important to check the AM-PM response; anything over about 5°
in the intended operating power range will start to dominate the gain com-
pression in terms of the EPA power requirement. It may well be argued that
the intention is to operate the PA well backed-off from the 1-dB compression
point. But even in the backed-off region, corresponding to the lower

Feedforward Power Amplifiers 205



compression levels not shown in Figure 6.3, there is still a very real possibility
of just a few degrees of AM-PM seriously upsetting the EPA power budget
calculations. This is worth one further step in the analysis, which is to return
to the PA Volterra series formulation to obtain a realistic coupling between
the gain compression and AM-PM values in a power backoff situation.

Returning then to (6.6), the PA output can be expressed as

{ } ( ){ }v a v t a v tpa = + 



 +1 3

3
3

3

4
cos cosw w j

so the relationships between the PA parameters a1, a3, ϕ3 and the fractional
voltage gain compression factor γ and AM-PM φ, at a given input amplitude
v, have been shown (see Chapter 3) to be

( )
( )

g f j

g f j

a v a v a v

a v a v

1 1
3
4 3

3
3

1
3
4 3

3
3

cos cos

sin sin

= −

=
(6.13)

We may assume for the purposes of this calculation, that a3 is normalized to a
value of a1 = 1, and that the 1-dB compression point occurs at v = 1. It is then
possible to derive pairs of values of a3 and ϕ3 for selected levels of AM-PM
(φ1 dB) at the 1-dB compression point,
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Figure 6.3 Effect of AM-PM on feedforward loop correction signal.
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For example, for a PA having 10° AM-PM at its 1-dB compression point,
a3 = 0.263, ϕ3 = 128°. The EPA voltage correction, normalized, as before, for
a1 = 1 is given (from 6.6) by

( ){ }v a v te = −



 +

3

4 3
3

3cos w j

so that the EPA correction can be redrawn as a function of power backoff,
using chosen values for a3, and ϕ3. Clearly, the function shows a 3:1 power
backoff with drive signal amplitude, but the key issue is that each backoff
curve shows an upward offset as ϕ3 rotates away from the 180° value which
corresponds to a PA having no AM-PM (Figure 6.4). The key point about
Figure 6.4 is that it shows the deleterious effect of AM-PM on the EPA
power requirement persists with power backoff; it is not restricted to the
upper end of the signal range where AM-PM becomes directly measurable.
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Figure 6.4 Effect of AM-PM on error vector magnitude at low levels of gain
compression.



The analysis in this section appears to have identified an important,
and sometimes overlooked, issue in the design of RFPAs for feedforward
applications. Too often, the AM-PM specification is regarded as being of sec-
ondary, rather than primary, importance. This is mainly a problem of con-
vention, that the 1-dB compression point of an amplifier essentially specifies
its power and linearity performance. The concept of error vector magnitude
(EVM) defined and discussed in Chapter 3, would appear to be a much bet-
ter and more generalized way of specifying PA linearity.

6.4 Error Insertion Coupling

It is clear from the above introductory analysis that the error insertion cou-
pler is a key element in a feedforward loop. It is the last element in the power
chain, and performs its task in an open-loop fashion. It also appears to waste
much valuable energy, both from the EPA and the main PA itself. For this
reason, the choice of the error insertion coupling coefficient β has become
something of a cause célèbre amongst FFW researchers and writers. The prac-
tical range would appear intuitively to be about 6�10 dB; there appears
to be a tradeoff between the higher transmission loss of lower β values and
the higher EPA requirement predicated by higher values. The apparent need
to waste energy in this manner has caused much comment and focused
research, and the subject is worthy of more detailed scrutiny prior to a more
generalized analysis of a feedforward loop.

A microwave coupler is a familiar item but its properties can sometimes
be misrepresented. As a multiport passive device, linear voltage and current
superposition have to apply, but must also demonstrably comply with energy
conservation. In the laboratory a coupler is widely perceived as a passive
device which superimposes powers, rather than voltages, at its ports. All of
these observations can be reconciled, so long as due attention is paid to the
amplitudes and phasing of the signals at the various ports.

Figure 6.5 shows a directional coupler with all four ports terminated
and a single sinusoidal signal applied to port 1. Assuming that this is a well-
designed high directivity coupler, it can be assumed that the even- and odd-
mode impedances follow the classical relationship

Z Z Zev odd o= 2

where Zo is the termination impedance, and that the even- and odd-mode
propagation velocities are equal. At the frequency corresponding to an elec-
trical quarter wavelength, the voltages at the passive ports are given by
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where the coupling coefficient β is given by

b =
−
+









Z Z

Z Z
ev odd

ev odd

and the transmission coefficient γ is given by

g b2 21= −

which clearly ensures that energy is conserved for a single signal excitation.
Figure 6.6 shows the same coupler, with cophased sinusoidal signals v1

and v3 applied to ports 1 and 3, respectively. By the unimpeachable law of
linear superposition, the voltages at the passive ports will now be

V v j v

V j v v
2 1 3

4 1 3

= −
= − +

b g

g b
(6.14)
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Figure 6.5 Terminated directional coupler with single sinusoidal signal excitation.



Here lies the essence of the �coupler misconception.� Due to the quadrature
voltage relationships, there is no violation of power conservation; assuming a
unity impedance environment, the output power can be expressed as

P v v

P v v

P P v v

2
2

1
2 2

3
2

4
2

1
2 2

3
2

2 4 1
2

3
2

= +

= +

+ = +

b g

g b

which is the input power to ports 1 and 3.
In order to use such a coupler as a means of adding the two signals at

port 4 in a phase-coherent manner, it is necessary to place a delay on the sig-
nal input to port 3, which equals the direct path delay from port 1 to port 4,
as shown in Figure 6.7. In the specific quarter-wave case, this can be repre-
sented by a −j multiplier on v3 in (6.14) giving

( )
V v v

V j v v

2 1 3

4 1 3

= −

= − +

b g

g b
(6.15)

so that
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and once again energy is conserved. In practice, however, the partial signal can-
cellation at port 2 is rarely measured; the �dump� port termination is often con-
cealed within the coupler body.3 It is however this cancellation which explains
some further misconceptions which can arise in using couplers as power com-
biners, as distinct from voltage adders. It should be noted that at frequencies
displaced from the quarter-wave setting, the in-phase addition at port 4 will be
maintained so long as the delay section tracks the coupler length. The voltage
components at port 2 will not now appear in perfect antiphase, but the ampli-
tude offsets in the coupler response will ensure that energy is still conserved.

An application for the coupler configuration of Figure 6.7, which is
highly relevant to FFW systems applications, is shown in Figure 6.8. The
shortfall of output power from a PA is being restored by the use of a lower
power �auxiliary� PA. Clearly, for this scheme to be compared directly with
an uncompensated PA, the auxiliary PA should supply enough power to
compensate the PA compression and also the direct transmission factor of the
coupler. The objective, therefore, is to select a coupling ratio β which enables
the task to be performed using the lowest auxiliary PA. Taking the amplifier
output compression as ε dB, the PA output can be written as

v vpa = −10 20e /

where v is the desired uncompressed output level.
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Figure 6.7 Directional coupler used as a signal combiner.

3. Some coupler manufacturers provide an external coaxial termination for this �unused�
port, but the user is mysteriously discouraged from using it through the liberal applica-
tion of paint on the connector pair.



So the voltage level required from the auxiliary PA can be expressed as

v v v

v v

pa aux

aux

= +

= +−

g b

g be10 20/

giving

( )v

v
aux =

− −1 10 20g

b

e /

(6.16)

with g b= −1 2 .
The relationship of (6.16) can be plotted out as a decibel ratio for

the powers of the two amplifiers against the coupling factor, also expressed
conventionally in decibels; this is shown in Figure 6.9. The plot for 1-dB
compression may come as something of a surprise. At the optimum coupling
ratio of 7 dB, the auxiliary PA power required to restore the compression of
the main PA and also compensate for the (approximately) 1-dB transmission
factor of the coupler is 6.87 dB lower than the linearized PA output, or 5.87
dB lower than its actual 1-dB compressed power output.

This is a much more modest auxiliary PA than is sometimes speculated,
using erroneous reckoning based on power rather than voltage compensa-
tion. Such an argument might run:

PA output at 1-dB compression point, 100W;
Linearized PA output with compression removed, 125.9W;
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Output from 7-dB coupler with no auxiliary PA, 80W;
Compensation power required from auxiliary PA, 46W;
Power required from auxiliary PA (7-dB coupling), 46 × 5 = 230W(!).

The correct reasoning, based on voltage addition at the coupler output port,
gives a power which is 6.87 dB lower than 100W, or 25.9W. Obviously, to
generate this power the auxiliary PA would have to have a 1-dB compression
power somewhat higher than this value. What makes this result surprising is
the much more widespread belief that power is wasted in the coupler dump
port. Using the same numerical example, surely we have to accept that a
7-dB chunk of the PA output, 20W, is immediately dumped into port 2?
Not only that, but a large proportion of the auxiliary PA power, 20.7W, is
also transmitted wastefully to port 2. Once again, this is a misconception
which can be relieved by considering (6.14). The phase relationships of the
coupler put these two components in antiphase at port 2, so the voltage levels
subtract. In this particular case, taking voltages to be the square roots of the
power levels (i.e., unity impedance level), the voltage at port 2 is

V

P W
2

2

20 7 20

0 006

= −
≈

.

.
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Figure 6.9 Relative power required to restore PA compression using the system in Fig-
ure 6.8.



which allowing for some arithmetic imprecision (and the optimum coupling
value in Figure 6.9 not being precisely 7.0 dB) is compatible with the energy
of the auxiliary PA (25.9W) entirely adding to the energy of the PA (100W)
to give a final output power of 125.9W.

In the above calculation, the zeroing of P2 actually corresponds to the
choice of the minimum point on the coupling curve shown in Figure 6.9.
If the optimum coupling value is used, the coupler will restore the stipulated
input power shortfall (1 dB in this case) with no wastage of energy from either
source. In this mode, the coupler is behaving as an asymmetrical, lossless power
combiner; none of the above results would be found surprising had the input
shortfall of power been taken as 3 dB and a 3-dB coupling factor found to be
the lossless optimum value. Such a configuration can be easily recognized as a
conventional quadrature power combiner. The asymmetrical version can be
designed using (6.15), and setting the port 2 output to zero, giving

v v v
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v
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3

1

3

1

2

2

2

2
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= − =

=

= =
−

b g

b

g

b

g

g

g

(6.17)

thus any two unequal cophased signals can be losslessly combined using a
coupling ratio as prescribed in (6.17).

There is a further consideration on these results when they are applied
to an FFW loop. It has so far been assumed that the auxiliary PA must over-
come the coupler transmission factor as well as neutralizing the gain com-
pression of the main PA. An FFW loop in normal adjustment monitors the
PA output before, rather than after, the error insertion coupling. The loop
therefore generates a correction signal which does not account for the cou-
pler transmission factor γ. There is in addition a convention, or tradition,
amongst FFW system designers to accept the coupler transmission as just one
of several output chain loss contributors. This approach is reinforced later
when the possibility of using the EPA to restore the coupler transmission fac-
tor is further considered. The shortfall of power basically has to be made up
by using larger power transistors. With this revised criterion, the curve of
Figure 6.9 can be recalculated, using the modified form of (6.16):

( )v

v
aux = − −g

b
e1 10 20/ (6.18)
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shown plotted in Figure 6.10. Clearly, if the coupler transmission is swept
under the carpet in this fashion, there is a preference for lower coupling fac-
tors in the sense that lower auxiliary power is required. Values below 10 dB,
however, are judged to be excessively wasteful on PA transistor periphery and
this value is frequently taken to be a satisfactory optimum. Returning to the
specific numbers in the chosen example, and a 10-dB coupling factor, the
auxiliary PA, or EPA, has to generate a power level of

( )0 9

1 10
1 10 01061 20 2.

/
./− =−

or −9.7 dB relative to the linearized PA output in order to restore the output
power at the 1-dB compression point. Although this is 3 dB lower than the
power required in the comparable calculation above for complete power res-
toration using an optimum 7-dB coupling factor, later analysis will show that
this configuration still justifies preference in a feedforward system. So the
100W output is attenuated by the coupler transmission of 0.46 dB, down to
90W, and then restored to 1-dB higher power of 113W by the coupled EPA
power. The EPA power is 0.106 × 126 = 13.3W. Once again, the �wastage�
of power is minimal: (100 + 13.3) − 113 = 0.3W. Unfortunately, at lower
power levels the auxiliary PA is not required to provide anything but the
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tiniest amount of power to perform a linearization function, and the coupler
transmission factor γ reverts to just another loss in the output power chain.
The analysis in the first part of this section suggests that a more optimum
arrangement may be to adjust the feedforward loop such that the EPA gener-
ates a signal which restores the coupler transmission loss as well as linearizing
the PA output. Section 6.5.3 will consider this option quantitatively.

6.5 Third-Degree Analysis of the Generalized Feedforward (FFW)
Loop

6.5.1 Formulation and Analysis

Throughout this book, polynomial models with various levels of simplifica-
tion have been used to provide quantitative information about the nonlinear
behavior of an RF amplifier. Such models, especially in truncated forms,
can only replicate the behavior of practical RF amplifiers approximately.
Chapter 3 examines this issue in considerable depth, showing that several
higher degrees of linearity, perhaps extending up to the ninth or eleventh, are
required to model typical Class AB amplifiers up to, and beyond, the 1-dB
compression point. Accepting that there is a clear distinction between an
accurate model for CAD simulation purposes, and a model which is approxi-
mate but enables useful overall performance characteristics to be analyzed in
a quantitative fashion, it is justifiable to proceed with a full analysis of the
feedforward loop using a simple third-degree model for both RFPAs.

This analysis will enable some quantification on various tradeoffs
between EPA power, power backoff, tracking fidelity, and overall efficiency.
The analysis will also reveal that there is an additional parameter of great sig-
nificance in the design and alignment of practical feedforward systems; the
first loop coupling factor α. This parameter may not necessarily be set to can-
cel the linear gain of the main PA exactly, and the chosen value of α has an
important impact on the loop performance and overall efficiency. To keep
the analysis within manageable limits, AM-PM effects have not been
included. The results of Section 6.4 can be used in conjunction with the
results of the foregoing analysis in order to determine the increases in EPA
power which AM-PM demands.

The system analyzed is shown in Figure 6.11. The main PA has power
series coefficients a1, a3, and the EPA b1, b3. The first loop coupling factor is
α, and the output error insertion coupling factor is β. The coupling factor β
forces an output transmission factor of g, where g b= −1 2 . No resistive
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losses in the components are included in the analysis. A parameter of key sig-
nificance in this analysis will be the power capacity of the EPA. For conven-
ience, this will be expressed as a simple ratio to the main PA. This ratio will
be termed the error PA ratio, or EPR, and is the ratio of the main PA 1-dB
compression power to that of the EPA. It follows from the power series that
the EPR (E ) can be expressed in terms of the an and bn coefficients:

E
a

b

b

a
=





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





1

1

3

3

3

(6.19)

This expression will be used primarily to determine the value of b3 for a pre-
scribed EPR level:

b a
b

a
E3 3

1

1

3

=






(6.20)

the b1 gain value will be determined primarily from the product of the cou-
pling factors α and β, but will also be used as a convenient gain tracking
adjustment. In general, it should be noted that the Greek symbols are used
to represent voltage attenuation factors less than unity. The analysis will be
performed using a sinusoidal RF carrier of prescribed amplitude v. Once
suitable expressions for the various inputs and outputs around the loop have
been derived as polynomial functions of the �quasi-static� carrier amplitude
v, a suitable modulation function v (t) can be considered.
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The output from the main PA is
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which making the usual band-limited assumption reduces to
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The input to the error amplifier (EPA) is then
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In what will be termed �normal adjustment� of the FFW loop, the coupling
factor α will be set to cancel the linear gain of the main PA:

a =
1

1a

so that the EPA receives a signal

v a v te = −
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
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3

4 3
3a wcos

This signal, as already observed in the discussion following (6.4) earlier,
results in a ninth-order dependency distortion product at the FFW output
which is not corrected by the system. An alternative adjustment of the sys-
tem, called �compression adjustment� can be used to reduce the input to the
EPA at higher levels of drive amplitude v. Basically, (6.21) can be solved, for
any selected value of v, to give a value for α which zeroes the EPA input,

a =
+

v

a v a v1 3
33

4

(6.22)
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For example, at the 1-dB compression point, the value of α would corre-
spond to an attenuation level which cancelled the main PA gain minus 1dB.
In this mode, the FFW loop will provide an error signal which will always set
the overall gain to the compressed level. At the selected compression level,
the EPA receives no input and will not generate any significant distortion in
the FFW output. This opens up possibilities for reducing the power of the
EPR, but has some additional side effects which may be considered to be less
desirable. This is a subject of much debate and will be a central issue in the
present analysis. Continuing from the expression for EPA input in (6.21),
the EPA output can be expressed as

v b v a v a v t b v a v aoe = − +
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which can be band-limited to
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After some manipulation the coswt coefficient can be rewritten in the form
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In the �normal adjustment� case, αa1 = 1, leaving
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Thus, the output from the whole loop,

v v vof o oe= +g b
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where β is the output insertion coupling factor, and γ is the corresponding

transmission factor through the coupler( )g b= −1 2 , is
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so putting

b a gb1 = (6.25)

the original third-degree PA distortion is cancelled, and the output from the
normally adjusted FFW loop is

v a v b a vof = −g b a1 3
3

3
3 981

256
(6.26)

In order to evaluate (6.26) quantitatively, it is necessary to set values for β, b1,
and b3.

For the error coupling we will opt for the lower transmission loss
option of 10 dB ( )b = 1 10/ , as discussed in Section 6.4. Given an estab-

lished value for β, (6.25) gives a value for the EPA gain b1, and b3 can be
determined using (6.20), for a specified EPR level E. The original PA power
series coefficients a1 and a3 can now be normalized conveniently; the gain a1

is normalized to unity and the a3 value is chosen such that the 1-dB compres-
sion point is reached at an input sinusoidal signal amplitude v = 1:

10
3

4
0 05

3
3− = −. v v a v

with v = 1, a3 = 0.145.
This calculation for a3 obviously assumes no AM-PM. Section 6.3

showed that the main effect of AM-PM is to increase the value of a3 for a
given level of compression. In this sense, the effect of AM-PM can still be
estimated in this analysis, simply by modifying the value of a3. The simula-
tion in Section 6.6 will further quantify the effects of AM-PM in a FFW
loop.
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We can now define a suitable modulation function v (t). For the pres-
ent purposes, a two-carrier signal will be selected, so that

( )v V tt = cos Ω

where Ω is a �modulation domain� frequency, and will be at least two orders
of magnitude smaller than ω. The above analysis presents the various output
voltages in the form

( )v A v A v A v A v A v to = + + + +1 3
3

5
5

7
7

9
9 cos w (6.27)

where the An coefficients are functions of the loop parameters α, β, γ, and the
two PA coefficients an and bn. With the defined time variation of v,

( )v V tt = cos Ω

(6.27) becomes

v
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If the cosine polynomial powers are expanded into harmonic series (see
Chapter 3), it is possible to rearrange (6.28) into the form

v
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so that the inner bracketed expressions represent the relative magnitude of
the various orders of IM products (an additional factor of 1

2 in each case is
required to generate the magnitude of an individual upper or lower IM side-
band).

Figure 6.12 shows a plot of the third-order IM distortion for the
prescribed two-carrier excitation of the FFW system in normal adjustment
(α = 1), compared with the uncorrected PA. A ninth-degree distortion prod-
uct backoff characteristic is displayed, showing the effect of EPR selection.
These characteristics assume that the system, and especially the value of b1

defined in (6.25), is precisely maintained over all time and conditions.
Clearly, in practice there will always be a level of precision to which the
required tracking can be maintained.

6.5.2 Tracking Errors

Equation (6.24) presents a more generalized expression for the FFW loop
output which allows the effects of offset tracking to be examined. Figure 6.13
shows the result of a range of �second-loop� tracking errors on the IM3 out-
put, using the median EPR value of 10 dB from Figure 6.12. Such tracking
errors simulate the effects of imperfect error insertion at the output coupler.
Figure 6.13 shows a ±0.25-dB range of tracking errors. The effect of such
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tracking errors is to reduce the backoff slope from 9:1 down to 3:1, the
breakpoint being approximately the point where the residual third-degree
error signal equals the ninth-degree EPA distortion signal. Clearly, this
breakpoint is a function of the EPR value as well as the tracking error itself.

Figure 6.13 shows a surprising effect when the error signal is slightly
higher than the ideal value. The FFW loop distortion output now goes
through a null which can be moved around in the PBO range by suitable
choice of tracking error. At the higher end of the power range, this null can
actually reduce the FFW distortion output from its ideally tracked value; the
extra signal is effectively now compensating the compression of the EPR. At
lower drive levels, however, the 9:1 IM backoff breaks down to a 3:1 slope
and the corrective action is substantially impaired. The practical value of
such nulls is debatable and will not be pursued; the possibility of their exis-
tence is, however, very important to note, especially when interpreting
experimental data.

Figure 6.14 presents some more tracking data, which shows the effect
of a nominal tracking error of 0.1 dB for three substantially different EPR
selections. It is immediately clear from these plots that a higher EPR does
not automatically improve the FFW system performance, other than perhaps
in the highest power range; the backed-off performance is almost entirely
a function of the tracking fidelity. Depending on the required performance
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goals, Figures 6.13 and 6.14 give the general impression that the major cost
and efficiency impact of low EPR values (high EPA power) has a restricted
performance payoff, as compared to excellence in tracking fidelity.

6.5.3 Compression Adjustment

In all of the PBO plots shown so far, it is clear that the EPA power capability
is strained the most at the highest input drive level. This may seem an obvi-
ous statement; as the main PA is driven harder and into compression and
AM-PM, the error signal reaching the EPA will increase. In the discussion
surrounding (6.22), the concept of �compression adjustment� was intro-
duced, whereby the output coupling factor α could be adjusted to cause
the EPA input to be zero at any selected value of drive level. This is an issue
of great importance in FFW loop design, and has been the subject of an
ongoing debate in the FFW PA manufacturing and research community. It
has some implications for adaptive FFW systems as well.

Equation (6.22) shows the mathematical possibility of selecting the α
coupling coefficient such that the EPA input is zero at a chosen value of
input signal amplitude v. More pragmatically, the selected value of α estab-
lishes a �gain standard� [3] which the overall loop action strives to maintain
for all conditions of electrical, physical, and signal environments. Thus if a
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value of α is selected which corresponds to the inverse of the PA gain at its
1-dB compression point, an error signal will be generated at all drive levels
except the 1-dB compression point, which will restore the overall gain to this
predetermined level. In particular, at well backed-off levels, a more substan-
tial error signal has to be generated by the EPA than in �normal� adjustment
in order to reduce the small signal gain by 1 dB.

Figure 6.15 shows the effect of α selection on the FFW loop gain and
the corresponding input power to the EPA. In order to analyze the entire
FFW loop performance, the most generalized form for the EPA output once
again has to be used, (6.23), along with the loop equation,

v v vof o oe= +g b

The resulting PBO characteristics make for an interesting comparison with
the normally adjusted (α = 1/a1) results, shown also in Figure 6.15. As would
be expected, the compression adjusted FFW loop distortion shows a deep
null near the input drive level where the main PA gain corresponds to the α
setting.4 At the null point, and for a significant drive level range on either
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4. The compression adjustment causes a null in the fundamental signals reaching the EPA,
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side, the distortion is lower than the corresponding normally adjusted case
using the same EPR. At lower drive levels, the compression adjustment cases
show lower slopes and remain at higher levels than the rapidly vanishing
characteristic in normal adjustment. Although this mid-range degradation of
the compression adjusted FFW loop is a detraction, it must be recognized
that the actual distortion levels in this region are very low and may fall within
specification limits.

There appears to be a range of α values, corresponding to offsets of a
few tenths of a decibel from the main PA small signal gain, where this effect
appears to have an important potential for reducing the EPA power require-
ments. In making this assessment, it is important to realize that compression
adjustment of the loop will result in less overall gain than the original PA, or
the loop in normal adjustment. Consequently, when plotting output power
and distortion characteristics, it is necessary to scale the input power sweep
upwards by a factor of 1/α; this has been done in Figure 6.15, and all subse-
quent plots.

Examining the α = 0.5 dB case more closely, Figure 6.16 shows a com-
parison between a normally adjusted FFW loop with an EPR of 10 dB and a
0.5-dB compression-adjusted FFW loop with an EPR of 15 dB. Clearly, over
most of the upper 6 dB of power range, up to the 1-dB PEP compression
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point, the much more efficient combination actually gives lower IM3. In
subsequent backoff to lower drive levels, the compression-adjusted loop dis-
tortion settles down to a 3:1 slope and in principle has increasingly higher
distortion than the conventional configuration, although a 30-dB improve-
ment over the basic PA is maintained. A kind of calibration can be used to
assess the significance of the higher residual distortion in the compression-
adjusted loop; a gain tracking error can be introduced into the normally
adjusted combination. This is shown in Figure 6.17 and it can be seen that
a tracking error of 0.1 dB is sufficient to bring the backed-off performance
of the two systems to approximate parity. With this tracking error, the
compression-adjusted loop, having an EPR 5 dB higher, gives lower IM3 dis-
tortion over the upper 9 dB of input drive range.

These results, although based on an idealized third-degree model,
clearly demonstrate a mechanism by which comparable linearity improve-
ment can be obtained, using substantially higher EPR and hence higher effi-
ciency than in a conventional FFW system. Later simulation, using a more
generalized PA model and a multicarrier signal, will show that the basic con-
cept of compression adjustment as a means of reducing EPA power is robust
and useful. In practical situations, the α adjustment will be part of the align-
ment process. It will frequently be found, on an empirical basis, to converge
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on an optimum setting which represents compression adjustment of the
loop. For this reason, it has not received the theoretical recognition it proba-
bly deserves. The concept of compression adjustment also raises the possi-
bility of dynamic adaption. In varying signal environments, compression
adjustment could, in principle, be used selectively. This will be considered
further in Section 6.8.

The above discussion on compression adjustment has so far not consid-
ered the inverse case of setting the α parameter to a value which represents
a PA gain of greater than its linear value. Two such cases of this are shown
in Figure 6.15, the decibel factor of α change now having a negative sign
(a = −0.5, a = −1.0 in Figure 6.15). The immediate impression is that such
adjustments cause rapid degradation in the corrective action of the FFW
loop, due to the much larger signal which the EPA has to handle at all drive
levels. Recalling, however, the discussions on error insertion coupling in Sec-
tion 6.4, such α settings are now restoring the original PA output. In particu-
lar, the case of a = −0.5 represents a system in which the transmission loss of
the 10-dB error insertion coupler is restored by power generated by the EPA.
Some caution is therefore required in dismissing the ensuing IM3 plot as
being degraded in comparison to the normally adjusted (a = 0) case; the
entire FFW system is now able to supply the same nominal power as the PA
itself, and the expense of larger power transistors to make up the output loss
deficit is eliminated by selecting the appropriate value of α. The IM3
response could also be improved by using a lower EPR value. Although it
could be argued that this is effectively the same thing as increasing the main
PA power in terms of cost and efficiency, this approach does appear to have
some possibilities, one of which will be considered further in Section 6.9. On
the whole, however, compression adjustment seems to have more to offer.

6.5.4 Third-Degree Analysis: Conclusions

This section has used an idealized model to demonstrate the detailed opera-
tion of a feedforward loop in a quantitative fashion. The results serve to illus-
trate the complexity of a feedforward system, and the difficulty of making
any generalizations about the various tradeoffs. The results of this analysis
can be summarized as follows:

• A perfectly tracked FFW system shows a 9:1 backoff of third-order
distortion products.

• Tracking errors result in a breakpoint from 9:1 down to 3:1 slope in
the PBO characteristics.
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• Distortion in the well backed-off region is primarily a function of
tracking fidelity, not error PA (EPA) power rating.

• �Nulling� possibilities on the distortion output exist, both by using
a positive tracking error to cancel EPA compression, and the use of
compression adjustment to null the EPA input.

• The presence of two separate nulling mechanisms can lead to com-
plex, but comparable, distortion suppression over a wide dynamic
range with EPA power ratings substantially reduced from classical
FFW configurations.

6.6 Feedforward Loop Simulation

The analysis in Section 6.5 was restricted to third-degree nonlinear effects,
as far as the PA characteristics were concerned. This enabled quantitative
analysis of some of the most important tradeoff areas in FFW loop design. It
is reasonable, however, to question whether such conclusions can be relied
upon, given some of the analysis and reasoning on PA models presented in
Chapter 3. This section illustrates the impact of using higher-degree models
which also contain AM-PM effects, through the use of an envelope simula-
tor. It is still important, however, to define the models and to pursue the for-
mulation up to a point where number crunching is left as the only option.

Initially, AM-PM effects can be ignored in order to demonstrate some
important effects which will be observed in the PBO characteristics of the
simulated FFW loop. If the PA output is defined to be the fifth-degree
characteristic

v a v a v a vo = + +1 3
3

5
5

then the input to the EPA will be

{ }v v a v a v a ve = − + +a 1 3
3

5
5
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and in a perfectly tracked system the linear EPA output will cancel the distor-
tion from the main PA, leaving a residual, uncorrected distortion term in the
FFW loop output,

{ } { }[ ]v a v b a v a v b a v a vfo = + − − + − −g b a a1 3
3

3
3

5
5 3

5
5

3
3

5
5 5

(6.31)

So the uncorrected output distortion contains a string of high-degree terms
between the ninth and twenty-fifth. In the case of the third-degree analysis
considered in Section 6.5, it was observed that this would mean first- and
third-order distortion products would show a 9:1 backoff characteristic.
In this case, the same conclusion applies to distortion products up to and
including the ninth order, inasmuch as the lowest degree of distortion is still
the ninth. For example, fifth-order intermodulation products will show a
minimum of 9:1 backoff characteristic, and as higher degrees of distortion
become more significant this slope will increase. This can come as a surprise
when looking at simulated or measured results, since erroneous �inductive�
reasoning might suggest that fifth-order products would show much higher
PBO rates than 9:1, based on the more familiar jump from 3:1 to 9:1 dis-
played in a simple third-degree model.

Equation (6.31) also gives some indications that when higher-degree
distortion effects are present, the possibilities for nulls in the backoff charac-
teristics are much more numerous, due to increased number of terms which
contribute to a specific spectral distortion product. This applies especially
when compression adjustment is included, which adds a first-degree term to
the EPA input.

Moving to a more generalized model for both PAs and an RF input sig-
nal vcosωt, the main PA output becomes

( ) ( )v a v t a v t a v to = + + + +1 3
3

3 5
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and the EPA output is
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and, as before, the FFW loop output is given by

v v vfo o eo= +g b (6.33)

Equations (6.32) and (6.33), following further band limiting and simplifica-
tion, enable the FFW loop output to be determined directly, for fixed values
of v, and using envelope simulation techniques, for any chosen envelope
domain time-varying function v (t). This analysis is now most conveniently
delegated to a math solver, or an envelope simulator. Initially, the system will
be examined using a two-carrier signal,

v V t t= cos cosΩ w

The goal here is to sample just a few results and conclusions which were
obtained using third-degree simplification.

6.6.1 Effect of AM-PM in Main PA

Figure 6.18(a) shows a 20-dB input PBO sweep for two different PAs having
the following normalized Volterra coefficients:

PA1 (with AM-PM): a1 = 1, a3 = 0.2, ϕ3 = 120°, a5 = 0.1, ϕ5 = 170°
PA2 (no AM-PM): a1 = 1, a3 = 0.1, ϕ3 = 180°, a5 = 0.05, ϕ5 = 180°
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Figure 6.18 Two carrier IM responses: (a) main PA and (b) FFW loop, EPR = 10 dB;
dashed lines represent PA having same gain compression but no AM-PM.



Note that both PAs have a 1-dB compression input voltage of unity, which
represents the upper limit of the PEP power sweep in Figure 6.18. The IM3
sweeps show a slope which gradually increases from 3:1 towards 5:1 in the
upper PBO range. The IM5 sweeps show a 5:1 slope due to the fifth-degree
truncation of the Volterra series. Clearly, the effect of the AM-PM is evident
on PA2.

Figure 6.18(b) shows the same pair of PAs placed in an FFW loop,
which has an EPR of 10 dB and a 10-dB error coupler. The FFW loop is
in normal adjustment (linear gain cancelled), and is assumed to be perfectly
tracked. The EPA is assumed to have similar general characteristics to the main
PA, with appropriate parameter scaling determined by the EPR selection.

The key observation here is the dramatic amplification of the detrimen-
tal effect of AM-PM in the corrective action of the FFW loop. Note also that
the FFW IMs both show approximately a 10:1 slope due to the presence of
nonlinear effects higher than the third degree.

Subsequent simulations will retain the AM-PM (PA1, solid traces in
Figure 6.18), although this seems a clear target for improved PA design and
device technology in FFW systems. The PA2 FFW plots can be compared
directly with the third-degree analysis results in Section 6.5, and show similar
IM3 levels. The detrimental effects of AM-PM in the PA2 FFW system
result in little corrective action at the highest drive levels, and indicate the
need either for a lower EPR value, or a backed-off PEP operation. In fact,
compression adjustment will next be demonstrated as a possible relief in such
drastic action.

6.6.2 Gain Compression Adjustment

The concept of compression adjustment has been discussed at some length in
previous sections. The goal here is to check that the conclusions stand up to a
test using a more real-life PA model. Figure 6.19 shows the effect of adjusting
the α value to achieve fundamental cancellation at a point higher in the PBO
range; in this case two values are shown, α = 0.25 dB and 0.5 dB. The
improvement in the FFW IM performance is quite dramatic, and compares
quite well with the predictions using a simple third-degree model (e.g., Fig-
ure 6.16). Compression adjustment is clearly an important matter of practi-
cal adjustment in FFW systems.

6.6.3 EPR Change

Figure 6.20 shows the same system and conditions as Figure 6.19 but with
the EPR value increased by a 5-dB factor to 15 dB. The IM levels in the
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FFW IM response can be seen to increase by about 12 dB. Such a �flea-
power� EPR could have useful applications in �budget� FFW systems, as dis-
cussed in Section 6.9.

6.6.4 Gain and Phase Tracking

Figure 6.21 shows the effect of a 0.5-dB gain and 5° tracking envelope on
the normally adjusted system shown in Figure 6.18. The tracking errors are
mainly detrimental, and show a tendency to restore the steeper IM slopes in
the FFW output to their lower uncorrected levels. The nulling mechanism
noted in Section 6.5 is still present.

6.6.5 Multicarrier Simulation

Figure 6.22 analyzes the same system as that in Figure 6.19, with the pre-
ferred 0.5-dB compression adjustment setting, and an eight-carrier input sig-
nal. The IM response shows the case where the eight-carrier signal has an
equal PEP to the two-carrier signal shown in Figure 6.19. One important
difference in a multicarrier signal environment is that the carriers cannot all
be nulled by a single setting of the α parameter, as can be seen in Figure 6.22
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by observing the spectrum at the EPR input. Clearly, a compromise value
can be found, along with the companion phase standard setting, which gives
a significant relief on the EPR requirement. But the basic observation that
the optimum α value will change according to the signal environment has
obvious implications for adaptive control of the FFW settings.

6.7 Feedforward Loop Efficiency Considerations

In almost any linearized PA application, efficiency is king. The primary reason
for devising RFPA linearization systems in the first place is to reduce the
power consumption which would be required to achieve a given power and
linearity goal using a backed off Class A PA. A secondary consideration is
cost efficiency, or efficacy in the best use of hardware. For example, a Class A
PA operating near to its 1dB compression point may have an efficiency of
40%, an IM3 level of −20 dBc. If this is backed off 10 dB, the IM3 level will
be approximately −40 dBc,5 but the power will be 10 dB lower than the capa-
bility of the devices used in the amplifier, and the efficiency will be 4%. The
key issue here, which seems occasionally to be missed, is that this is not the
simple end of the story; in order to retrieve the original power level, either 10
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such amplifiers need to be run in a power-combining scheme, or transistors
with 10 times the current capacity have to be used, or some combination
of these two options. So not only is there a tenfold reduction in efficiency,
but there is also at least another tenfold increase in cost. A specification of
−40 dBc is also still well short of most mobile communications requirements.

Clearly, even a basic FFW system can do a lot better than this, both in
terms of linearity and efficiency. Although the final efficiency of a typical
FFW system may appear low to the uninitiated, it needs to be pointed out
that the standard of comparison is 1%, not the original 40%, based on
comparable linearity performance. Two factors dominate the efficiency of an
FFW system; the amount of PBO for a specified PEP level, and the power
consumed by the EPA. The first of these is frequently more important than
the second. The power consumed by the �housekeeping� functions may also
need to be considered in a typical merchantable product. It is in fact a diffi-
cult and hazardous business to attempt to quantify the efficiency of an FFW
system, taking account of such issues as tracking fidelity, PA modes, and
device technology, not to mention the different signal formats and regulatory
specifications. It seems therefore appropriate to consider a few of the basic
factors which affect FFW system efficiency, without attempting piecemeal
analysis.

It has already been stated that the final FFW loop efficiency will be
dominated by the PBO-efficiency characteristic of the main PA itself. The
widely perceived �low� efficiency of FFW amplifier systems is usually as
much a function of the complex multicarrier signals which it is specified to
handle, as of the extra power consumption of the EPA. The impact of EPA
power consumption on overall efficiency is nevertheless worth quantifying,
since it can be analyzed without making too many restrictive assumptions.
This extra power drain is what sets the FFW loop apart from other lineariza-
tion methods, and is seen as an Achilles� heel by detractors. In order to make
a quantitative assessment of the impact of EPR power, some assumptions
have to be made about both amplifiers. In the interests of efficiency, it is
likely that the main PA will be of a �deep� Class AB design; this is certainly
likely when using the beneficial IM nulling effects displayed by LDMOS
devices. There is however an argument for using something closer to a Class
A design for the EPA. Unlike the main PA, the EPA will typically not be
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driven up to its 1-dB compression point, but will be much used at very well
backed-off power levels. The more well-behaved and monotonic PBO
behavior of a Class A PA will therefore be beneficial.

Operating close to Class B, the efficiency of a PA can be approximated
to vary as the input signal voltage magnitude (see RFPA, Chapter 3). Assum-
ing the main PA RF power output at 1-dB compression is Pmax, then with an
EPR (E), the EPA by definition has a 1-dB compression output power of
Pmax/E. So the backed-off efficiency of the main PA will be

hmpa

P
P

=




max

0 5

0 65
.

( . )

using typical Pmax value of 65% for a deep class AB design. The EPA, being
Class A, will have a typical efficiency of 40% at its own 1-dB compression
point. A simplifying assumption can be made about the EPA; it will not sig-
nificantly contribute to the main loop output power. As discussed in Section
6.4, this may not be quite true if the loop is used to correct power all the way
up to the 1-dB compression point of the main PA. This, however, will have
little impact in a dynamic signal situation, and so the EPA simply represents
a constant extra current drain on the system.

So the dc power consumption of the two PAs at an output power P
will be
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(6.34)

which is shown plotted in Figure 6.23 for a range of EPR values and a 20-dB
PBO range for v.
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In the upper drive range, truly substantial intrusion of EPA power on
the overall efficiency of the FFW loop is only seen for EPR values less than
about 10 dB. A value of 10 dB would seem to be a good target for the EPR
value, since higher values will pay diminishing returns in efficiency and
undoubtedly stretch the error-correcting capability of the system. This con-
clusion is, however, modified by the consideration that a dynamic or multi-
carrier signal will ride up and down the curve, and the time-averaged
efficiency will correspond perhaps to somewhere around the 10-dB backoff
point. At this lower drive level, a 10-dB EPR value drops the efficiency from
21% to 14%; this has a much more serious effect than the 65% to 56% drop
at the PEP level, representing a 50% increase in dc supply power. These
results do, however, represent something of a worst-case analysis, since they
assume Class A operation for the EPA.

Equation (6.34) can also be used to assess another FFW efficiency
tradeoff, that of PBO versus EPR. It is generally assumed that if a good track-
ing system can be implemented, then the 9:1 backoff slope of the distortion
products can be utilized at the high end of the power range, and thus the
EPA power specification can be reduced. This, of course, incurs the same
device periphery issue as discussed at the start of this section; if a decision is
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made to use the PBO slope, the appropriate power level has to be restored to
give the required rated PEP performance. Recalling (6.19), the relationship
between b3 and E is linear. E is, however, defined as a power ratio, so that
third-degree distortion products from the EPA, which have voltage levels
proportional to b3, will appear on the output power PBO plot as having lev-
els which vary as E 2. So if the main PA distortion backs off at a 9:1 rate on a
decibel plot, a 1-dB PBO would correspond to a reduction in EPR of 4.5 dB
to give the original distortion level at full drive. So if both PAs are scaled up
by 1 dB, the overall distortion level will be the same as the original configura-
tion, at the same drive level, but the EPR can be increased by 4.5 dB. Check-
ing this using the plot shown in Figure 6.23, the 1-dB backoff point down
the EPR = 6 dB curve shows an efficiency of about 45%; this jumps back up
to an efficiency of about 52% on the EPR = 10 dB curve. The original effi-
ciency, however, full drive on the EPR = 6 dB curve, was just under 49%.
This small efficiency improvement comes at the very substantial expense of
scaling the PAs.

Although this is only a single data point example, it emphasizes a differ-
ent meaning of the term �PBO� in this context; we are really here talking
about �periphery scale-up� (PSU), whereby for a given output PEP level, the
main PA is set lower down its compression characteristic in order to reduce
the IM distortion levels. This essentially means the replacement of the main
PA with a new design using larger and more expensive transistors, and is not
something that can be readily or quickly implemented in a given situation.6

In fact, it is a matter of common knowledge and practice to use feedforward
PAs somewhat backed-off from their 1-dB compression points at the PEP
level. The decision as to what PSU factor to use is, additionally, a function of
the signal environment itself. Signals such as those encountered in WCDMA
systems, and multicarrier signals in general, have high peak-to-average ratios
and the actual design value for �PEP� is less clear when the full statistical
situation is analyzed.

The tradeoff between PSU and EPR, as a means of increasing effi-
ciency, is a complicated function, which must include specific linearization
goals for specific signal environments. In practice, an FFW system will have
imperfect tracking and may use compression adjustment in the first loop,
both of which will cause a sharp reduction in the 9:1 IM PBO slope. Cost
also has to be included in any such analysis, since the use of PSU scales the
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transistor periphery of the whole amplifier chain. Quantitative analysis is
therefore not attempted here. There is, however, one further avenue which is
worth analysis, and that is the possible use of an envelope management sys-
tem such as a Doherty PA.

The Doherty PA was discussed in detail in Chapter 2. Figure 6.24
shows an equivalent plot to that in Figure 6.23, but with a classical Doherty
PA used as the main PA, rather than a Class AB design. To make a fair com-
parison, the �twin peak� efficiency of the DPA has been taken to be the same
value (65%) as that used for the Class AB PA in Figure 6.23. The benefit of
the DPA in the backed-off region is clearly seen, although the relative impact
of the EPA on overall efficiency is similar in both cases. As discussed in Chap-
ter 2, the DPA will probably, but not necessarily, show a slower IM backoff
characteristic than a Class AB design having the same overall device periphery.
Through the action of the FFW loop, this may be reduced to a negligible
problem. The techniques described in Chapter 2 would appear to have an
important part to play in improving the efficiency of FFW PA systems.

6.8 Adaption and Correction: Closing the Loop

A feedforward PA is fundamentally an open-loop correction system. The cor-
rection signal which is added to the main PA output at the output coupler is
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the final action of the linearization process; there are no further monitors or
controls to determine, or improve, the adequacy of its corrective action. This
is in stark contrast to any feedback system, where the corrective action of the
gain and phase controls are under continuous iterative scrutiny by the feed-
back process. The benefit of the FFW system is that the inherent delay which
a closed loop system introduces is essentially eliminated and the correction
process can be performed at a much faster speed; the speed with which an
FFW system can respond to a change in signal conditions is measured in
terms of a few RF cycles. This speedy response to dynamic changes in PA
gain and phase caused by nonlinear effects is the conceptual basis of the FFW
system.

There are, however, other reasons why a PA gain and phase response
may change. Temperature and aging certainly are two such reasons, but the
overall malady can be more generally categorized as �drift.� Drift in elec-
tronic systems seems to be almost as fundamental as the generation of noise,
and can in a philosophical sense be linked to it. Any designer who is about to
embark on a linearized PA product development which uses open-loop cor-
rection should perform the following experiment:

• Equipment. Your favorite RF PA (does not need to be high-power);
RF network analyzer; signal source; two equal-power splitters; line
stretcher; phase and gain trimmer; attenuator pads; and cables.

• Setup. As shown in Figure 6.25. The signal is split into two channels.
The gain and phase trimmers are inserted into one channel, and the
PA in the second channel, with enough output attenuation to neu-
tralize (nearly) its gain. The two channels are recombined using the
second splitter. A small value fixed attenuator and a line stretcher
are placed in the second channel to balance the electrical length and
gain of the PA in the other channel.

• Measurement. Sweep the network analyzer over about a 100-MHz
bandwidth. Adjust the line stretcher and phase trimmer until a dip
appears in the middle of the trace. Now adjust the gain trimmer to
deepen the dip. Adjust the two trimmers successively and watch the
null sharpen. With only a little care and attention, it will be possible
to get a 20�30-dB null. Then the fun starts! Although it is clear that
a deeper null is possible, getting it becomes increasingly difficult.
Effects which were not noticeable in getting a 30-dB null suddenly
dominate when 50�60 dB is attempted. For example, it becomes
evident that the phase trimmer changes the attenuation slightly.
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Also, the gain trimmer changes the phase. There is a deep null some-
where in there, but �hitting� it seems now to be more of a trial and
error process, rather than a logical iterative one which it was to start
with. Got 50 dB? Now move your hands away, and watch it change.
O.K., still got it? Take a break; that was harder work than you
thought. Wander to the break room and have a cup of coffee. Good.
Back to the test bench … what�s happened? The 50-dB null has
drifted off screen to another frequency, back to 30 dB now….

Performing this experiment is a good, and mandatory, experience in under-
standing the formidable nature of drift in an RFPA. There is a subsidiary
issue as well, concerning the ability to obtain a null over a substantial band-
width. This raises issues concerning the phase linearity of the RFPA. A typi-
cal multistage RFPA will have an approximately linear phase versus
frequency characteristic, which will determine an optimum setting of the
compensating delay line. But there will also be a phase offset which is essen-
tially constant with frequency. Such an offset can be easily converted into the
required 180° value for cancellation, using a phase trimmer. But to obtain
the required cancellation over a broader bandwidth requires some form of
all-pass network which gives a constant phase shift versus frequency.
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Whatever the cause, drift is a formidable enemy in open-loop lineariza-
tion systems, and over the years increasingly complicated methods have been
devised in FFW systems to detect and correct for it [3�5]. This area has been
a focus for patents in recent years, and any worker in the field is well advised
to study the literally dozens of patented FFW adaptation and drift cancel-
lation techniques before embarking on a commercial product development.
The goal in this short section is to review the basic methods of adaption and
drift compensation, without attempting to describe any specific implementa-
tion details.

The above experiment illustrates a basic problem which surfaces
around the 30-dB cancellation point. The fact that drift problems are so
readily observed at moderate levels of cancellation even in a simple system
is highly disconcerting. In order to build a useful FFW system, drift compen-
sation is a fundamental element. The requirements of a drift compensation
scheme can be quantified, as shown in Figure 6.26. The 50-dB cancellation
which was marginally achievable in the above experiment requires precision
in the gain and phase adjustments of better than 0.01 dB and 0.5°,
respectively.

Fortunately, as the trip to the break room illustrates, drift is a slow
affair in comparison to the modulation speeds of typical communications
signals. Indeed, picking up the time domain theme from Chapter 3, a fourth
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domain could be defined, the �drift domain,� which is perhaps two or three
orders of magnitude slower than the slowest of the three domains (RF, enve-
lope, and measurement) already defined. It is therefore quite feasible to
imagine a PA linearization scheme which uses feedforward to correct in the
envelope time domain, but which uses a quite separate system to correct in
the drift domain. Since the drift domain is so slow, feedback methods come
right back into play. Indeed, since the measurement domain lies neatly
between the two, it will be possible to use measurements as the basis for per-
forming feedback compensation in the drift domain.

Figure 6.27 shows a conceptual implementation of a drift compensa-
tion scheme using amplitude envelope feedback. The feedforward system is
assumed to operate with exquisite precision for a minute or two at a time.
But drift slowly erodes the precision of the cancellation process in the FFW
loop, and the IM products start to rise. This drift can in principle be sensed
by the input and output detectors, in much the same way that was proposed
in Chapter 4 as a method for actually linearizing the amplifier. Here, how-
ever, the video detection bandwidth will be reduced by many orders of mag-
nitude so that the feedback loop only responds to very slow, long-term drift.
It is in fact crucial that the integration time of the video detection circuitry is
very long in comparison to the envelope domain variations of signal ampli-
tude. The long integration time also has the effect of greatly magnifying the
sensitivity to small errors.

It could be argued that a system such as that shown in Figure 6.27 is
subject to further problems due to the drift inherent in the detectors and the
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necessary post detection circuitry. At video frequencies, however, some of
these problems have been already addressed by manufacturers of integrated
circuits which are designed for such critical applications and themselves con-
tain drift compensation functions. Simple envelope detectors will, of course,
not respond directly to phase distortion in the output, and some refinements
and additions would be required in order to implement a fully practical gain
and phase tracking system. A refinement in the Figure 6.27 system would be
to null the RF input and output signal samples, much in the manner of the
first loop in the feedforward system. In principle, such a system will generate
an error signal which can be due to either gain or phase errors in the FFW
loop. On detection of an error signal, software routines can be used to deter-
mine which part of the system requires adjustment. The slowness of the drift
process allows more than adequate amounts of time to send out test signals
which probe various adjustment points in the system to determine which one
reduces the error reading.

Although such systems have been developed into practical implemen-
tations, there remains a basic problem in the reliance on actual amplifier
signals to act as test signals for calibrating the system. In particular, the detec-
tion process needs to be able to distinguish between errors caused by distor-
tion in the EPA, and those caused by tracking errors. There is the additional
problem of errors caused by drift in the detection process itself, the possibil-
ity for which increases as the complexity of the detection system increases.
For these reasons the use of an internal calibration signal, or �pilot tone,� has
been found to be more satisfactory in many commercial FFW products.

Several decades ago, a few pioneers in the then fledgling field of radio
astronomy discovered a simple method for greatly reducing the effect of drift
in their amplifiers which were attempting to detect signals that were much
weaker than the receiver noise level. The innovation, widely attributed to
Dicke [6], is shown in Figure 6.28. A basic �total power� receiver attempts
to detect a signal which may, for example, be 60 dB below the noise level of
the receiver. The presence of this signal, following square-law detection and
amplification, would represent a change in the noise level at the receiver out-
put of 1 mV in a 1-V output. The source may take a number of minutes to
traverse through the beam of the antenna, and during this time the receiver
may well drift by many millivolts, so that on the output recorder the presence
of the source is effectively submerged in the system drift. The Dicke receiver
introduces a calibration source, which is conveniently a temperature stabi-
lized cold load. The entire receiver is switched between the calibration source
and the antenna, at a rate usually in the 100-Hz�1-kHz range. The key inno-
vation was to have another switch, synchronized with the input switch,
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which sent the receiver output alternately to two similar video amplifiers,
each supplied with suitably long time constant integration networks. Over a
suitable period of integration, the amplifier which receives the antenna signal
will show an easily measurable difference from the other channel, regardless
of the system drift.

Such a system can today be recognized as a form of synchronous detec-
tor. It is well suited to the task of detecting very small variations in gain and
phase tracking between two channels, so long as a suitable calibration signal
and an appropriate �signature� are provided. Seidel [3] originally proposed a
gain and phase tracking system for an FFW loop, based on the Dicke tech-
nique. Seidel�s system, and many others since, inject a pilot test signal into
the feedforward loop at the main PA output. The concept is then that such a
�foreign� signal will be rejected and cancelled by the second loop, just as if it
were a harmonically related distortion product. The key component is there-
fore the synchronous detector which samples the output signal. Even in the
presence of high-power, multicarrier, modulated signals, the detector is able
to pick out the signature of the pilot signal which is the indicator of gain
or phase tracking errors. A modern commercial synchronous detector could
obviously use a more complicated, and faster, signature than a simple
100-Hz squarewave. Seidel, in the 1960s era, had some problems in imple-
menting suitable analog controls to perform the appropriate phase or gain
corrections. In particular, figuring out whether the detected error was being
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caused either by a gain or a phase tracking error was in itself a considerable
challenge. A modern implementation would be able to use software controls,
along with optimization routines, to iterate any number of control elements
around the loop to minimize the detected error signal.

Pilot carrier tracking systems are probably more reliable and robust
than other kinds of tracking methods, but the presence of the pilot signal
in the output spectrum of an amplifier is an unpopular feature with users,
despite the fact that it may be 30 dB or so down from the main PA peak out-
put power. More recently, the trend has been towards a higher level of inter-
nal test hardware, and a heavier reliance on software measurement and
adjustment routines, as indicated in Figure 6.29. In particular, the availabil-
ity of RFIC synthesizers and fast, high-resolution ADC converters enables
the possibility of constructing built-in spectrum analysis at low cost, in com-
parison to the RF PA components. This enables the input and output spectra
to be continuously monitored, and suitable software can be implemented
which adjusts not only the gain and phase tracking controls, but can also
minimize the EPA workload. Such a system seeks, in effect, to ship a com-
plete test bench, along with a �virtual� test technician, with every product.

A final topic in this section is a revisit to the concept of compression
adjustment that was analyzed in some detail in Section 6.5.3. It has already
been shown, both in the third-degree PA analysis in Section 6.5, and con-
firmed in a more general simulation in Section 6.6, that under some circum-
stances, a slight under-setting of the output PA coupling coefficient, α, can
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give some beneficial effects in an FFW loop, especially in regards to the EPA
power requirement. It is therefore logical to speculate on whether a continu-
ous adaptive control on this parameter may produce further benefits, under
varying signal conditions. This is another much debated issue, and as such it
is appropriate first to consider a reductio ad absurdum scenario. Suppose that
the input signal is a two-carrier signal, thus being represented as a carrier
which is vectorially modulated by a baseband sinewave. Suppose that an
adaption system is designed which is fast enough to adjust the setting of α
dynamically so that the input to the EPA is nulled out at all points in the
modulated signal envelope. With such a system, the EPA receives no power
at any point in the signal envelope; there is therefore no corrective action and
one might as well throw away the feedforward loop components!

Such an argument emphasizes the dangers of taking the adaptive
process too far. Adaption can only be performed over timescales that are slow
enough that the parametric changes it implements do not themselves gener-
ate significant spectral components.

6.9 Variations

The FFW system lends itself to many variations. One such variation, the use
of a predistorter on the main PA, has already been subjected to brief analyti-
cal treatment in Section 6.2. Unfortunately, it is such variations that form
the basis for another litany of patents. Treading carefully around the mine-
field, two specific variations are worth considering in general terms: the dou-
ble FFW loop and the extension of the FFW concept to the limiting case of
an equal power combiner, where the main PA and EPA will always contrib-
ute essentially equal power to the output. A third �variation� is nothing more
than a suggestion that simple basic FFW techniques can and should be used
more extensively in conventional PA design.

6.9.1 The Double Feedforward Loop

The analysis and simulation results for the basic FFW loop presented so far
indicate a system which, despite being a straightforward concept, will usually
display complex behavior. Anyone who has actually attempted to adjust a
real FFW PA on a test bench will have no difficulty in agreeing with the use
of the term �complex,� but would almost certainly wish to add �capricious�
as a more apt characterization. With this background, it is hardly surprising
that the mere suggestion of adding a second FFW correction loop around the
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first is met with suspicion, or even hostility, on the part of those who have to
perform the final alignment and testing of a commercial product.

Notwithstanding this unpopularity, there seems some logic in favor of
such a refinement, illustrated schematically in Figure 6.30. In particular, the
second loop can be considered to be the means by which the first, or main,
loop is closed and thus has its performance subject to further scrutiny and
correction as in a feedback system. The downside, even overlooking the
alignment problem, is the need for another error insertion coupler, delay
line, and error amplifier (�EPA2�) in the main PA output. With such detrac-
tions, the upside is less frequently considered. The following potential bene-
fits would appear to be available:

• The power level of EPA2 can in principle be lower than EPA1, so
the cost and efficiency impact may be almost negligible.

• EPA2 electrical length will, as a consequence, be much lower and
possibly comparable to the insertion coupler itself.

• Theoretically, it can be shown that a perfectly tracked double FFW
loop system has a 27:1 dB backoff rate of distortion products [3].

Possibly the core issue in all of the above considerations is the relationship
between tracking and EPA2 power in the second, or outer, loop to the degree
of linearization obtained in the first, or inner, loop.7 Without entering into
the complexities of a full analysis, it is clear that the correction process will
have some different design criteria if the �main PA,� which is now an FFW
loop itself, has distortion products that are already at the −50-dBc level,
rather than at −30 dBc. In particular, the linear cancellation process in the
first loop of the outer FFW system will need to be much more precise than in
the inner FFW system if the power level of the EPA2 is to be kept to a low
value in comparison to EPA1.

This can be illustrated with a simple numerical example. If the inner
loop is giving a signal amplitude of 100V with a distortion product at −40
dBc, the distortion will be at a level of 1V, which is then scaled down by the
output coupling ratio (�α�). In the first loop of the outer FFW system, the
main signal components at the input of EPA2 have to be cancelled, at least
to the extent that the main signal component is much smaller than the dis-
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tortion component. With a system tracking capability which gives only, say,
20 dB of cancellation (e.g., 0.5 dB and 5°), there will be a residual uncan-
celled main signal component reaching the EPA of 10V, also scaled down by
the α ratio. So in this example the EPA2 input is swamped by the imperfectly
cancelled main signals. This does not, in principle, impair the linearization
action of the outer loop, but it does place a much heavier demand on the
EPA2 power level. Such a detraction will be evident in any FFW loop varia-
tion in which the main PA has been �improved� by any means; such would
include the use of a predistorter, a signal linearizer-reconstruction technique
(Polar Loop or Khan), or even just a well backed-off PA.

Clearly, the low levels of distortion emerging from the inner loop effec-
tively force a much tighter tracking requirement on the first loop of the outer
FFW system, or the EPA2 power requirement will be greatly increased. Even
based on such simple numerical reasoning, it would appear that the original
contention that the ratio EPA2/EPA1 can have a similar value to the inner
loop EPR (EPA1/PA) can only be supported if very tight tracking is main-
tained in the outer loop. The degree of tracking required is closely linked to
the distortion levels emerging from the inner loop. It can then be argued that
it is simpler and easier to have such tighter tracking in the inner loop and dis-
pense with the double loop concept. There would appear nevertheless to be
some applications where the double loop approach may be the only option.
Broader band systems, such as those encountered in satellite communica-
tions, or higher data rate wireless systems, have sufficient signal bandwidth
that the gain and phase variation of PAs over the signal bandwidth itself
are sufficient to cause substantial tracking errors. Such errors are much more
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difficult to correct using adaptive methods, and the double loop may be a
better approach.

6.9.2 A Feedforward-Enhanced Power Combiner

The analysis and simulations in this chapter have shown that a feedforward
system designed using an EPA which has much less power capability than the
main PA, at least 10 dB lower, can reduce distortion products from the main
PA by at least 30 dB in a well-tracked system. Such a system actually wastes
the power capability of the EPA in terms of it ever contributing significant
amounts of output power; the EPA function is entirely to linearize the main
PA output. There is also a substantial reduction in the useable power output
from the main PA due to the output insertion coupler, and other necessary
components.

There is an alternative philosophy which can be applied to an FFW sys-
tem. The concept is to use a much higher-power EPA but utilize its power to
augment that of the main PA, in addition to performing some linearization
functions [7]. The logical end-point of such a philosophy would be to use
two PAs of equal power capability, and to combine their outputs using a
�feedforward combiner,� as shown in Figure 6.31. The system acts as a
power combiner, so that the rated output power is approximately 3 dB
higher than a single amplifier. But the �EPA� still additionally generates
some error correction for the �main� PA, which gives a significant overall
reduction in distortion levels in comparison to a conventional power-
combined pair. Unfortunately, the EPA now has to handle much larger sig-
nals in order to generate its power contribution, and the uncorrected EPA
distortion levels will be higher than in a conventional FFW system. Such
a system nevertheless gives a potentially worthwhile improvement in the
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distortion products at any power level, in comparison to the same PAs used
in a conventional power combiner configuration, as shown in Figure 6.32.

The feedforward combiner still gives substantially higher distortion
than that which can be theoretically obtained using an external feedforward
loop around the combined pair, and an EPA at a −10-dB level. Nevertheless,
it seems that if a power-combining scheme is being built in any case, the
small additional cost of a FFW combiner may be worthwhile.

6.9.3 �Budget� FFW Systems

The feedforward system seems to suffer from an �expectation disadvantage,�
especially when being compared to other linearization systems. As the only
viable system which can reduce nonlinear products by 30 dB or more, the
extra component costs and power consumption tend to be viewed in a man-
ner that is not always entirely fair or rational. On one hand, there is no doubt
that multicarrier communications system specifications require very low IM
levels, which represent at least 30 dB and maybe as much as 50-dB reduction
from raw PA performance. Such performance requires a combination of
at least two linearization methods. On the other hand, there are other
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applications which have more modest requirements. In describing FFW sys-
tems, it somehow seems quaintly irrelevant to describe and analyze a system
which gives, say, 10-dB improvement in IM performance. But a brief review
of the literature of the last 10 years, especially the symposium circuit, will
reveal many an enthusiastic researcher who proclaims a new predistortion or
feedback variation which may give no more than 10-dB reduction in IM lev-
els. Indeed, in many such cases the claimed improvements may be restricted
to the low-order IMs and some higher order misbehavior may be carefully
concealed by suitable choice of spectrum analyzer sweep range.

It is therefore relevant to speculate why the FFW technique has not
become a more mainstream design practice; people recognize such tech-
niques as push-pull, balanced, bias adaption, and power leveling as expected
components of the PA designer�s toolbox. All of these techniques require
additional passive and active circuitry; they will substantially increase the
size, cost, and complexity of the final circuit board assembly. A simple
�budget� FFW loop could be incorporated as part of any PA design. The
analysis in this chapter has shown that a system using an EPR of 10 dB can
still give more than the stipulated 10 dB of IM reduction, with gain and
phase tracking requirements that can be met using normal open-loop com-
pensation techniques. Passive structures such as couplers and combiners are a
familiar part of any PA layout and the requirements of coupling factors and
directivity are not excessive if modest linearization goals are accepted. The
use of a low-power EPA will typically reduce the length of the output delay
line to quite manageable proportions.

Figure 6.33 shows the performance of such a �budget� system, based
on realistic third- and fifth-degree models, including AM-PM effects, for
both PAs. The simulation shows a 15-dB EPR value and the worst-case effect
of a 1-dB and 5° gain and phase tracking envelope. Such a system can meet a
�50-dBc IM specification for PBO levels greater than about 1 dB from the
PEP P1dB compression point. The very low power EPA could be realized
using a Class A design which would have minimal impact on overall effi-
ciency and would give some further improvement on the simulated perform-
ance shown in Figure 6.33. The raw PA requires 12-dB PBO (and PSU) to
meet the same performance specification. Realization of such a system could
be done using a single board containing the main PA output stage and its
driver. The EPA output stage would be a similar stage to the PA driver, and
would require an additional low power gain block, which may well be at a
power level where a low-cost RFIC could be used. The EPA delay compensa-
tion for such a low-power EPA could be realized using a suitable filter, which
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may be required as part of the design to eliminate harmonics and noise
power. Both amplifier chains would need tight temperature compensation,
but this is a likely specification requirement in any case.

6.10 Conclusions

The feedforward system is the mainstream technique for MCPA lineariza-
tion. With suitable gain and phase tracking controls, it is capable of reducing
the IM distortion of any PA by at least 30 dB, with no signal bandwidth or
video delay restrictions. Even PA memory effects, displayed on a modulation
domain timescale, can be fully corrected. In this sense the efficiency issue is
not a direct detraction, since no other system has been demonstrated with
comparable unrestricted linearization capability. It remains to be seen
whether this supremacy will soon be challenged by improving DSP-based
linearization systems which can potentially offer higher efficiency. The
power of feedforward should not be ignored by PA designers with more
modest linearization goals.
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7
Microwave Power Amplifiers

7.1 Introduction

Most of the present book, and also RFPA, has assumed that the primary
application for PA design is in the worldwide mobile telephone network,
which is presently confined to some narrow band allocations in the 830-
MHz and 1,800-MHz regions. In fact, there are many other important
applications for power amplifiers at higher frequencies, which can addition-
ally require much larger instantaneous bandwidths than the mobile phone
applications. The purpose of this chapter is to consider some of these, and
describe some of the design and hardware differences they require. In par-
ticular, higher frequency and broader band applications will be discussed.

In consideration of other applications, it is appropriate to recall briefly
the chronology of microwave technology. It seems possible to define three
eras in the history of centimetric wavelength electronics. The first era, coin-
ciding with World War II, was the heroic age of radar development. This was
the period when the entire infrastructure of microwave technology was cre-
ated, both in theory and hardware. Largely enshrined in the MIT Radiation
Laboratory Series, the whole theory and practice of transmission, propaga-
tion, reception, and detection were thoroughly developed. This was the era
of waveguides and vacuum microwave tubes, and extended up to at least
10 GHz in terms of practical devices and hardware.

The second era of microwave technology was more protracted, but can
be readily linked with the post-World War II politics of the Cold War, and
spanned those decades from the 1960s through to the end of the 1980s.
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These decades of �military microwaves� resulted in many major new
developments in the field, most notably the reduction in size caused by the
application of new microwave semiconductor devices and high-density
circuit layout techniques. This size reduction was not, until the very end of
the period, achieved using integrated circuits as we would now understand
the term. The circuit technology which enabled many of the military systems
during this era was a hybrid one, using chip components attached to ceramic
circuit substrates. This technology was so successful and ubiquitous that it
became known as Microwave Integrated Circuit (MIC) technology, despite
the fact that it was never anything close to a true monolithic IC process.
Today, such technology survives, and is still a necessary part of making most
microwave components and subsystems in the higher gigahertz bands. A
review of MIC technology and techniques is the subject of Section 7.3.

The third era of microwave technology is, undoubtedly, the wireless
communications era. It has been characterized by the need for high-volume,
low-cost, yet complex systems and this has been enabled by the availability of
true monolithic integrated circuits (RFICs). With more and more function-
ality built on to the chip and advances in high-frequency packaging, appli-
cations up to 2 GHz have been able to use enhanced, but otherwise conven-
tional, PC board techniques to integrate circuits and systems. It seems likely,
however, that in the future, and especially at higher microwave frequencies,
an enhanced MIC system will be used. A basic understanding of the differ-
ences between �PCB� and �MIC� techniques is therefore a good base for
approaching the requirements of future system generations.

It is only in the third era that broadband techniques have been side-
lined. Virtually all military microwave systems are broadband in nature,
frequently extending to multiple octaves. Much of the theoretical and tech-
nological developments in the Cold War military microwave era was focused
on broadband techniques, and a whole industry developed during the 1980s
for the manufacture of solid state amplifiers having octave or more band-
width up to 40 GHz. The techniques and technology for these kinds of
amplifiers will form another main subject for this chapter.

Alongside the military microwave developments, there emerged other
important applications for microwave PAs, in satellite communications and
microwave links. �Satcom� applications are usually characterized by moder-
ate bandwidths, less than 1 octave, but wide enough to require broadband
circuit design techniques. This application has generated another sub-
category of PA design, using power devices which have been internally
matched for specific satellite bands, usually a few hundred megahertz wide.
The use of such products greatly eases the circuit design and supporting
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manufacturing technology, but nevertheless has its own quirks and limita-
tions. These will also be discussed in this chapter.

7.2 Broadband Microwave Power Amplifier Design

7.2.1 Introduction

No discussion on broadband microwave power amplifiers would be com-
plete, or even fair, without paying due respect to the traveling wave tube
(TWT). This venerable device, now into its sixth decade, has changed
remarkably little during that time, and it continues to perform microwave
power amplification tasks that are still well beyond any conceivable solid-
state device. Indeed, were it not for its single palpable weakness of short life-
time, the �billions and billions� of dollars spent on the development and
manufacture of solid-state replacements may never have been spent. Work
on TWT technology has, in fact, continued to the present day. The results of
this work are never to be found splashed across the headlines, but a typical
result [1] describes a TWT amplifier for the 6�18-GHz band, delivering
50W of power, with 30-dB gain at 25% efficiency. This tube itself is only
14-cm-long and about 1.5 cm in diameter.

The impact of newly available GaAs MESFET devices in the late 1970s
and early 1980s was mainly to replace much lower power TWTs used
for electronic countermeasure (ECM) receiver front ends. Such applications
required high gain over octave bandwidths, but at power levels lower than
10 dBm. As MESFET power devices became available, this power was gradu-
ally increased, over similar octave bandwidths, up to about the 30-dBm level.
In many applications, this power level was used to drive an output TWT.
But in all cases, a radically different approach to circuit design and match-
ing techniques was required. These techniques can be summarized under two
headings: balanced amplifiers and network synthesis. These topics will there-
fore be considered first.

7.2.2 Broadband Matching Using Network Synthesis

At first sight, it would appear that the matching problem, which confronts
the broadband microwave amplifier designer, can be thoroughly and com-
pletely solved by the conscientious application of the results of network syn-
thesis, a branch of electrical engineering theory which dates back to the early
part of the last century [2�4]. For a number of reasons which will be dis-
cussed, things do not turn out to be quite this straightforward; however, the
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theory can certainly be put to some use in these applications. Some simpler
circuit element transformation theorems [5] form the basis of many of the
matching topologies used in broadband solid-state design. A widely used
example is shown in Figure 7.1. An inductive �tee� can be transformed into
a mirror-image tee, having different values. The resulting input or output
impedance level is then transformed by a factor n 2, where n is a function of
the original tee elements:
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(7.1)

The key aspect of this result is that the impedance transformation is inde-
pendent of frequency; it is as if a piece of classical transformer theory has been
retained despite the removal of any intended mutual coupling between the
various inductors.1

The significance of this result is that it can be used, in essence, to trans-
form a filter circuit into an impedance matching circuit. Figure 7.2(a) shows
an example of this for the 4�8-GHz band. A filter circuit consisting of a cas-
caded series and shunt resonator can be designed either by using synthesis
techniques or, more likely in the CAD era, by trial and error at the keyboard.
The results of (7.1) can then be put to work on the inductors, giving the cir-
cuit in Figure 7.2(b). This circuit has exactly the same frequency response
as that in Figure 7.2(a), but with an input source termination transformed
down by a factor of (1 + 1.25/2)2, or 2.64, a significant ratio for a frequency
independent transformation. In a given application, however, it may not rep-
resent enough transformation; we are well aware that RF power transistors
can require transformation ratios greater than 10:1.2 This takes us back to the
original filter and the need to increase the ratio Ls/Lp while maintaining ade-
quate bandwidth. This latter requirement is more directly addressed by clas-
sical filter synthesis [3�5].
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1. This transformation is the most useful case of a more generalized formulation, which can
include capacitive elements.

2. It should be noted that broadband designs, with existing available RF device technology,
will inevitably use lower-power devices.



Microwave Power Amplifiers 261

Figure 7.1 Inductor network transformations.

Figure 7.2 (a) Maximally flat 4�8-GHz filter and (b) transformation into matching
network.



Before throwing this most venerable of kitchen sinks at the problem, it
is worth using the CAD simulator to give some additional insight. Figure 7.3
shows the same network and subsequent source impedance transformation,
but in this case higher Q-factors have been specified for the resonators; that is
to say, their reactive impedances escalate more rapidly away from the reso-
nant point over the specified frequency band. This results in a higher value
for Ls and a lower value for Lp, and a correspondingly substantial increase in
the transformation ratio
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This increased impedance transformation has been achieved over the
specified bandwidth without incurring any extra mismatch deviation within
the band, referred to the respective transformed source resistance, compared
with the original case shown in Figure 7.2. In fact, the two cases are close
representatives of two classical filter types: Figure 7.2 is a Butterworth,
or maximally flat, response, and Figure 7.3 is a Chebyshev, or equal-ripple,
response.

On this initial analysis, it appears that the benefit of the Chebyshev fil-
ter for matching applications lies in its greater transformation potential. This
is different from the classical filter design viewpoint, which cites the Cheby-
shev benefit as being the more rapid rolloff outside the specified ripple band-
width. The well recognized disadvantage of the Chebyshev filter, its poor
phase response, will, of course, carry straight over to the matching network
equivalent, and this can be seen in the corresponding transmission phase
characteristics of the two networks, shown in Figure 7.4. Although the differ-
ence in this particular example is certainly significant, it seems that in broad-
band designs the Chebyshev is an almost inevitable preference. A brief review
of the specification and derivation of Chebyshev filter parameters is therefore
appropriate.

Filter synthesis theory is a well-established and widely taught branch of
electrical engineering, and is the subject of numerous dedicated books [2�4].
Broadband microwave amplifier design does, however, represent something
of a peripheral application of the classical results. This is due to several fac-
tors, most notably the difficulty of realizing the ideal lumped elements at
microwave frequencies, plus the issue already mentioned that matching,
rather than filtering, is the main goal. Then there is the problem that the
matching targets, usually the input and output impedances of RF transistors,
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achieved using specialized automatic machines (or still, in extreme cases, spe-
cialized non-automatic human skills).

Although these various challenges and difficulties have nominally been
solved by the manufacturer of an IMT, it is still necessary for the end user to
be aware of the sensitivity of the internal matching networks to the external
impedance environment. The concept of a �50-Ohm� environment has to be
quantitatively redefined in a more precise manner than is typically necessary
in RF design. This is illustrated for a specific case in Figure 7.26. An IMT
output matching example from RFPA has been used. Details of the design of
the matching network will not be repeated here; a device which would be
typical of a 20-W LDMOS type is shown, requiring a loadline impedance of
12.5W. This very moderate impedance is dramatically transformed down to
about 1W by the device output capacitance. We assume, however, that the
matching elements are appropriately realized, along with an input-matching
network, in a neatly sealed package. The issue now arises as to how sensitive
such a device will be to an imperfect 50-W termination; indeed, there is a
subsidiary question as to what precise termination, both in magnitude and
phase, the manufacturer used when aligning and testing the device prior to
shipment.

Figure 7.27 shows the detrimental effects of terminating such a device
with imperfect loads, using the assumption that it was originally set up with a
perfect termination. Using the loadline theory (RFPA, Chapter 2) it is possi-
ble to map the full phase contours at chosen VSWR levels onto the load pull
contours for the device. It can be seen that even a 1.2:1 VSWR (20-dB return
loss) load can �pull� the carefully optimized impedance to reach the 1-dB
loadpull boundary. A more common VSWR level, representing a 13-dB
return loss, has much more serious consequences. These simulations are

288 Advanced Techniques in RF Power Amplifier Design

CDS

C2C1 RO

L2L1B

"A"
R 12.5= W

"B"
R 1= W

ROPT (28 3)/2 12.5= − = W

23pF 44pF 6.3pF

0.44nH 1.2nH

Figure 7.26 IMT matching network, 1.8�2.0 GHz.



somewhat idealized, but also represent a fairly moderate IMT example, in
terms of frequency and power levels. The practical consequence of this analy-
sis is that the microwave circuitry surrounding any IMT device has to be
designed and executed with much greater care and precision than would nor-
mally be necessary for cascading lower power 50-Ohm devices.

This is not just a matter of etching microstrip lines to a tighter toler-
ance to ensure an accurate 50-Ohm impedance. The large package size of a
typical high power IMT has to be carefully accommodated in order to main-
tain the necessary impedance through the �package-to-circuit� interface. It is
usually highly recommended to follow the manufacturer�s recommendations
in this area, even to the extent of copying the test fixture used by the manu-
facturer in precise detail. Any changes in such physical parameters as board
material, board thickness, microstrip line width, and the details of the
mechanical recess into which the device is fixed, can cause changes in the
device performance in comparison to the results obtained using the recom-
mended test fixture.
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Figure 7.27 IMT matching sensitivity to imperfect 50-W termination, for 1.2:1 and 1.6:1
mismatch. The 1-dB and 2-dB power contours shown, based on 12.5-W opti-
mum power, match at plane A in Figure 7.26.



Once the IMT has been successfully integrated into its new environ-
ment, there is an additional need for care in designing the rest of the micro-
wave elements. Bias networks have to be electrically �invisible� over the RF
bandwidth (Section 7.4.3), and any subsequent power combining circuitry
has to maintain the necessary VSWR precision. There is also an issue of
phase tracking if two or more devices are being power combined. The manu-
facturer�s alignment process for an IMT will usually focus on meeting gain,
power, and input VSWR specs. Phase tracking between units may not be
guaranteed, and as such may require external compensation by the user.
Unfortunately, if such phase trimming is done in an imperfect 50-W envi-
ronment, the power and gain performance of the device will also change as
the phase is adjusted. All of these difficulties have been known to greatly
reduce the apparent saving of design and production time through the use
of IMTs.

7.4.3 Biasing Issues for IMTs

Internally matched microwave transistors have a frustrating tendency to
operate perfectly in a test fixture supplied by the manufacturer, but to show
significant deviations when placed in a different, although nominally electri-
cally identical, environment. Some of the reasons for this were discussed in
the last section. The key word here is �nominal.� In some cases the fixture
environment may have some small but critical deviations from a perfect
50-W match which effectively form part of the matching network. Another
potential contributor to this phenomenon is the necessary provision of bias
networks. At higher gigahertz frequencies, the standard method for inserting
bias into a 50-W environment is through a quarter-wave short circuited
shunt stub (SCSS), usually with a short circuit provided by a capacitor,
allowing the application of the bias voltage (Figure 7.28). The requirement
for possibly several amps of supply current will typically necessitate the use of
a moderate, rather than very high, characteristic impedance for the stub.

Figure 7.29 shows that a 50-W, l/4 SCSS will �pull� the 50-W imped-
ance environment to a significant degree, measured in terms of the load-pull
results shown in Figure 7.27, for bandwidths exceeding about 10%. In a
practical bias insertion network, the �short� will be realized using a suitable
bypass capacitor. It is important to recognize that even small parasitics associ-
ated with the nominal capacitor value can seriously mistune the SCSS reso-
nance; Figure 7.29 shows the effect of a 0.5 nH and 1 nH series inductance
and a 20 pF bypass capacitor. Such values are typical for higher breakdown
capacitors which need to be used in power stages. Such bias networks, in
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critical applications such as these, should always be individually designed
and the SCSS line length suitably adjusted. Once again, this underlines the
importance of exact and complete duplication of the recommended electrical
environment, even down to the type and manufacturer of the bypass capaci-
tors. Much the same argument can be made for duplicating the position, size,
type, and manufacturer of the necessary series blocking capacitors.

7.4.4 Power Combining of IMTs

It is common practice to combine the power of two or more IMTs. The sub-
ject of power combiners was covered in RFPA (Chapter 10), and the basics of
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the subject will not be repeated here. The move to higher frequencies and
broader bandwidths does not alter the set of choices available to the designer
in terms of combiner configurations, although the task of maintaining excel-
lent match and low losses becomes progressively more challenging. In par-
ticular, the ubiquitous Wilkinson combiner will require two matching
sections for bandwidths exceeding 10%, and losses from multiway �trees�
escalate alarmingly. The problem of managing losses in higher power appli-
cations is clearly critical, not just from cost considerations but also from the
increasing dissipation of power in the combining structure.

As discussed more briefly in RFPA, the basic rules in low-loss combiner
design can be summarized as follows:

• Use of conductive elements having the largest possible cross-
sectional area, (but compatible with the operating frequency);

• Elimination, or reduction, in the use of solid dielectrics;

• Use of enclosed transmission line structures;

• Care in placement and use of resistive elements;

• Meticulous compensation of input and output transition
discontinuities.

A physical configuration which seems to satisfy these requirements, and
which has been used extensively in critical higher frequency applications,
is the so-called �suspended stripline� structure. This is, essentially, a way
of realizing a stripline with an air dielectric, and is shown in Figure 7.30.
The inner conductor is printed onto both sides of a thin, low-loss dielectric
board. The upper and lower metallized lines are interconnected by a multi-
tude of plated-through vias. The board is then sandwiched between metal
plates which have cavities machined into them to form enclosed transmission
lines. A typical Wilkinson-type combiner can be laid out much the same way
as would be done using normal single layer microstrip, but the resulting
structure will display much lower loss.
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Figure 7.30 Cross section of �suspended stripline� transmission line.



The requirement for isolation resistors in a classical Wilkinson combi-
ner poses some practical questions in higher frequency applications. The key
issue is to ensure that such resistors are truly �nodal� and interconnect only
between the combiner ports, without any ground coupling. In a typical open
microstrip realization, such as that shown in Figure 7.31, the resistor will
have significant physical dimensions and will inevitably couple to the ground
plane. This effect can cause significant additional loss. At higher power levels
the resistor size must be increased to allow for the possibility of greater heat
dissipation, causing a further increase of this effect. One possibility to be
considered in the most critical loss-sensitive applications is to dispense with
the resistors. If the devices to be combined are accurately matched, the resis-
tors have no function in normal operation; the odd-mode currents will be
zero, and isolation between the devices is unnecessary. Experience seems to
indicate that this is still something of a high-risk strategy unless some addi-
tional isolation between the separate power transistors can be provided. One
such configuration would be to combine quadrature balanced pairs of
devices. As discussed in RFPA, it seems a moot point as to why the Wilkin-
son structure, having such significant obstacles to low-loss realization, has
remained the default choice for power combining applications. The quadra-
ture hybrid coupler seems to have substantial benefits in terms of loss and
bandwidth, and has much easier load resistor requirements. The need to
move into more complex and expensive three-dimensional structures in
order to reduce the insertion loss of the Wilkinson structure would seem to
negate the simplicity advantage it has in less critical applications.

7.5 Distributed Amplifiers

The distributed amplifier (DA) has played a significant part in the military
microwave era. Another vintage tube technique reincarnated [8], the DA
proved to be one application where MMIC technology could outperform
MIC hybrids and as such has received much emphasis in the literature and
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Figure 7.31 Ground plane capacitance effect on high power Wilkinson combiner.



the R&D labs over the last decade or two. Broadband DA MMICs, typically
operating over several octaves of microwave bandwidth and delivering up
to several hundreds of milliwatts of power, have been the most successful
commercial microwave MMIC products. Electro-optic applications, which
require a lower band limit extending down to dc, have found the DA to be
the most satisfactory solution for high-speed laser drivers and detector video
amplifiers. Microwave instruments have also made extensive use of commer-
cial DA MMIC products.

The role of the DA in high-efficiency PA applications is more question-
able. Unless there is a requirement for multioctave bandwidths, the efficiency
and gain of a typical DA is found to be low. This is mainly due to inefficient
use of transistor periphery, and is a fundamental problem with the DA con-
figuration. It is therefore inappropriate to cover this subject in depth, but
some indications of the problems associated with DA design in a power con-
text are illustrated in a typical small signal DA design, shown in Figure 7.32.

The basic concept of a DA is to take a number of transistors and form
artificial transmission lines using inductors connected between successive
gates, on the input, and drains, on the output, as shown in Figure 7.32. This
form of interconnection can neatly overcome the matching problem which
an individual device would present over multioctave bandwidths. Each artifi-
cial line is designed to be approximately 50W and has a terminating resistor
at the opposite end to the active signal port. A gain and return loss plot,
shown in Figure 7.33, shows that a flat gain response, with reasonable match,
can be obtained over many octaves of bandwidth. Such results, along with
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Figure 7.32 2�18-GHz distributed amplifier schematic. Ideal small signal FET model
assumed (cgs = 0.25 pF, rg = 5W, gm = 30 mS, cds = 0.075 pF). Circuit values:
LG = 0.4 nH, LD = 0.4 nH, L4 = 0.2 nH, L5 = 0.6 nH.



experimental verification, caught the attention of the military microwave
community in the early 1980s and became the focus of much research and
analysis [9�12].

Unfortunately, these appealing results do not stand up so well under
closer scrutiny, particularly from a viewpoint of gain and power per unit
device periphery. The gain and VSWR results, shown in Figure 7.33, do not
tell the full story as to how such a circuit is really working from a power-
management point of view. It is quite typical, for example, that the individ-
ual devices contribute unequal proportions of power to the output port, and
reach compression conditions at different drive levels. There can also be a
substantial wastage of power in the drain termination resistor; this can be
seen in Figure 7.33, where the DA is analyzed as a terminated four-port. It
has even been proposed that for power-sensitive applications the RF output
can be extracted from both ends of the drain line using a suitable power com-
biner [12]. It should also be noted that in the example quoted, the overall
gain is lower than that which could be obtained from a single device at any
frequency in the DA bandwidth. The issue as to whether the achievement
of a moderate broadband match merits the use of three or four times the
number of transistors, for less gain and similar power overall than a single
device, has been much debated. It can even be argued that many DA designs
are really just paralleled transistors with the line terminations forming
frequency-tailored lossy matching elements. At the low end of a decade band
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design, this would appear to be a more pragmatic description of the opera-
tion of a typical DA circuit.

The artificial transmission lines formed by the input and output inter-
connections will have a cutoff frequency which is a strong function of
the gate and drain capacitance of the individual devices. This has the effect
of limiting the upper frequency of a DA design for a given device. As the
periphery of the device is increased in an attempt to obtain a higher power
design, the upper frequency limit for multi-octave DA design is reduced.
Various innovations have been demonstrated which can reduce the impact of
the cutoff frequency; these include the use of series capacitors on the gates
and the tapering of the individual transistor peripheries [10]. Additional
pre-matching elements at each gate and drain can also improve the overall
return loss and power distribution [11]. But the DA has largely been
restricted to lower power applications, with reported power levels from
uncombined DAs being below 30 dBm for Ku-band designs.

The success of the DA, despite these various perceived technical weak-
nesses, makes an interesting case study. Although originally developed for
decade bandwidth applications, where there is truly no alternative, commer-
cial DA products have found their way into many lower bandwidth micro-
wave applications, often replacing MIC hybrids. They are, in effect, the
broadband equivalent of the IMT discussed in the previous section. Ease of
use, it seems, is a selling point which can still override the mainstream con-
siderations of cost and design efficacy.

7.6 Conclusions

At higher gigahertz frequencies, power amplifier design becomes something
of a poor relation to the highly efficient quasi-linear designs that can be real-
ized below 2 GHz. This is due primarily to the limited speed of even the fast-
est available technology for making RF power transistors. Limited gain and
substantial parasitics severely limit successful implementation of classical
concepts such as Class AB. Broader bandwidths limit the ability to provide
suitable harmonic terminations, and PA designers are frequently forced into
using Class A operation, or something rather close to it.

Conventional PC board circuit design methods can be used with pack-
aged transistors well beyond Ku band (12�18 GHz), but only for narrow-
band applications. Based on experience with satellite TV receivers it seems
likely that future commercial applications will continue to stretch PC board
circuit techniques. Broader bandwidths will, however, require either MMIC
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or MIC (chip-and-wire hybrid) circuit techniques, which could be adapted
for high-volume use. Designers who are approaching broader bandwidth
designs for the first time should make a point of at least reading some of the
references quoted in this chapter [4, 5] on exact network synthesis methods,
before resorting to the CAD optimizer.

High power, in the 100-W region, is limited by available transistor
technology. Internally matched transistors above 3 GHz are mainly of the
GaAs MESFET (or PHEMT) type, which are ultimately limited by low-
voltage breakdown. Progress in Silicon Carbide (SiC) technology will
probably not impact higher gigahertz applications, although Gallium Nitride
(GaN) almost certainly will. The impact of HBT devices in lower power
mobile applications seems to confirm the possible advantages of the bipolar
transistor for applications requiring both linearity and high efficiency, dis-
cussed in Chapter 1 of this book. It remains to be seen whether higher power
HBT devices will become commercially available. One of the continuous
threads in the last 50 years or so of microwave technology development has
been the phenomenon of technology being business-driven, rather than the
other way around. A corollary of this is the lack of business interest in elegant
or innovative technology. The power of digital electronics has started to make
an impact on the traditionally analog-exclusive domain of RF engineering.
The combination of business-driven technology and digital brute force would
appear to offer the RF power system designer an interesting future.
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Appendix

MESFET model used in SPICE simulations:

*generic GaAs MESFET; 1mm cell, Imax = 200mA

.model genfet gasfet level=2 beta=.310 vto=-2.5 alpha=2.0

*use model for internal cgs voltage dependency

* + b=3.0 lambda=.05 cds=.25pf cgs=.6pf cgd=.06pf rg=1

*set internal cgs, rg to small values to eliminate cgs

variation

*rg, cgs now included in circuit file

+ b=3.0 lambda=.05 cds=.25pf cgs=.001pf cgd=.06pf

rg=.001

* + b=3.0 lambda=.05 cds=.0001pf cgs=.0001pf cgd=.0001pf

rg=.0001

Notes

The Spice �b� model typically has default settings which give an �aggressive�
voltage dependency to the cgs capacitance. The above listing indicates a
method for removing this dependency. Most of the simulations in this book
use a 10-mm device, which requires a factor of 10 scaling applied to this
model. This gives a device capable of delivering about 35 dBm in a loadline
matched Class A design.
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Glossary

ac Alternating current; term used generically to describe any sinusoidal
signal

ACP Alternate channel power; term used more generally to describe the
spectral distortion of spread spectrum signals, which appear as continuous
bands

ADC Analog-to-digital converter

AGC Automatic gain control

AM Amplitude modulation

AM-AM Term used to describe gain compression in an amplifier, whereby
a given increase in input signal results in a different change in the output
level

AM-PM Amplitude modulation to phase modulation; a distortion process
in a power amplifier, whereby increasing signal amplitude causes additional
output phase shift

BER Bit error rate; a measure used to quantify the transmission integrity of
a digital communications system

BJT Bipolar junction transistor
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CAD Computer-aided design

CDMA Code division multiple access; a digital communications system
which �chips� multiple signals in a pseudo-random fashion, making them
appear like random noise unless a specific coding is applied

DAC Digital-to-analog converter

DPA Doherty power amplifier

DQPSK Differential quadrature phase-shift keyed; a variation of QPSK

DSP Digital signal processing

ECM Electronic countermeasures; a generic term for military broadband
microwave applications

EDGE Enhanced Data rates for GSM Evolution; an evolution of the GSM
system, providing data rates up to 384 Kbps

EER Envelope Elimination and Restoration

EPA Error power amplifier; used in feedforward loop

EPR Ratio, usually expressed in decibels, of main PA power to EPA power;
higher values imply higher system efficiency

EVM Error vector magnitude; a more comprehensive measure of amplifier
distortion which incorporates both gain compression and AM-PM

FET Field effect transistor

GaAs Gallium Arsenide; one member of a group of useful semiconductor
materials which are compounds between group 3 and group 5 elements in
the periodic table. These materials show higher mobility and higher satura-
tion velocity than silicon and are therefore used in higher frequency
applications.

GaN Gallium Nitride; a newly emerging semiconductor material for high-
power, high-frequency applications
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GSM Global System for Mobilecommunication; most extensively used
worldwide digital cellular network operating in the 900-MHz and 1,900-
MHz bands

HBT Heterojunction bipolar transistor; most common variation of bipolar
device used for higher frequency applications

HEMT High electron mobility transistor; an FET device in which a
�sheet� of high-mobility material is created by the interaction between two
epitaxial layers

IF Intermediate frequency

IM, IMD Intermodulation distortion

LDMOS Laterally diffused metal oxide semiconductor; derivative of sili-
con RF MOS technology for higher frequency applications

LINC Linear amplification using nonlinear components

LO Local oscillator

LUT Look-up table

MCPA Multicarrier power amplifier

MIC Microwave integrated circuit; a term used in the pre-MMIC/RFIC
era to describe a miniaturized chip-and-wire microwave hybrid circuit
technology

MMIC Microwave monolithic integrated circuit; a term now used, by
convention, to describe monolithic integrated circuits which operate above
3 GHz

MOS Metal oxide semiconductor; usually silicon-based semiconductor
technology

NADC North Americal Digital Cellular; original digital cellular system
used in the United States
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PAE Power-added efficiency; efficiency definition for an amplifier which
accounts for the RF input drive

PEP Peak envelope power

PHEMT Pseudomorphic high electron mobility transistor; a higher fre-
quency variant on the HEMT

PUF Power utilization factor; a term introduced in RFPA to define the
�efficacy� of a PA design; defined as the ratio of power delivered in a given
situation to the power delivered by the same device with the same supply
voltage in Class A mode

QPSK Quadrature phase-shift keyed; a generic term for a variety of modu-
lation systems which carry information only in the phase, not the amplitude,
of the RF carrier

RFIC Radio frequency integrated circuit; a monolithically integrated
device operating in the �RF� range, typically up to 3 GHz

RFPA Radio frequency power amplifier

RRC Raised root cosine; a filter of the Nyquist type, which allows a QPSK
signal to be bandlimited without losing any modulation information

SCSS Short-circuited shunt stub; a distributed matching element used at
microwave frequencies

SiC Silicon Carbide; a semiconductor material which offers high voltage
and high velocity saturation but low mobility; potentially useful as a high
power RF device technology in the low gigahertz frequency range

SPICE A general-purpose time domain nonlinear simulator, available in
many implementations including shareware

SSB Single sideband; a variation on AM developed in the 1950s, in which
only one modulation sideband of an AM signal is transmitted

WCDMA Wideband CDMA; a 3G system (e.g., �UTRA,� or �UMTS�),
based on CDMA, with data rates up to 2 Mbps
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Index

10-W PA designs, 143�44
with different k-factor selections, 143
phase response, 144
See also Power amplifiers (PAs)

Adjacent channel power (ACP), 77
asymmetry response, 77
distortion, 81

Aluminum nitride (AIN) substrates, 282
AM-AM, 76

characteristics, 84, 85
compression characteristic, 83
curves, 85
distortion, 83, 84
distortion measurement, 98
dynamic, 95
dynamic distortion plots, 100
dynamic measurement test setup, 99
fifth-degree, 85
phase shift and, 95
precision and, 88

Amplifiers
auxiliary, 147�48
balanced, 270�73
BJT, 19
Class A, 3, 12
Class AB, 1�32
Class B, 7, 9, 10

Class C, 33, 40, 42
distributed (DA), 293�96
feedback, 115
feedforward, 197�255
FET, 19
microwave power, 257�97
push-pull, 68
See also Power amplifiers (PAs); Radio

frequency power amplifiers
(RFPAs)

Amplitude
error signal, 148
generator voltage, 26
IM3, 174
IM, 90
input voltage, 8
output voltage, 8, 11

Amplitude envelope feedback, 121�36
analysis schematic, 122
attenuator characteristic at envelope

domain, 127
attenuator drive characteristic, 122
bandwidth limitation, 123
compensating delay line, 130
delays, 127
first-/third-order PA characteristic, 124
as form of predistortion, 123
limitations, 123
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Amplitude envelope feedback (continued)
linearization loop waveforms, 135
modulation period, 129�30
quasi-static response, 125
RFPA characteristic, 127
SPICE simulation, 131
two-carrier excitation simulation, 134
two-carrier IM3 response, 126
See also Envelope feedback

AM-PM, 76, 81
asymmetric, 95
component at IM3 frequencies, 97
contribution to IM level, 84
correction in feedforward loop, 204�8
correction loop, 138
correction with envelope domain

feedback, 137
curves, 85, 86
distortion, 83, 84
distortion in main PA, 203
distortion measurement, 98
dynamic, 95
dynamic distortion plots, 100
dynamic measurement test setup, 99
EPA power requirements and, 204
fifth-degree, 86
improved performance, 104
lagging, 138
leading, 138
magnitudes, 85
measurable process, 82
peak amplitude, 96
phase, 95
phase angle, 96
precision and, 88
reduction of, 98
removing/neutralizing, 84
reversal of direction in, 85
scaling factor, 83
as secondary importance, 208

AM-PM effects, 90, 103, 205
detrimental, 233
ignoring, 229
in main PA, 231�33
on error vector magnitude, 207
on feedforward loop correction

signal, 206

Analog predistorters, 179�87
categories, 179
compound, 179, 187
cuber as, 183
mesa resistor as, 181, 182
simple, 179
See also Predistorters; Predistortion

Analog-to-digital converter (ADC), 149
Asymmetrical Doherty PA, 44�47

benefits, 56
current and voltage characteristics, 44
defined, 44
peaking function, 46
See also Doherty PA (DPA)

Automatic gain control (AGC), 122
Auxiliary amplifiers, 147�48

closed loop and, 148
compensation power requirement, 213
compression compensation, 211
lowest, 211
for restoring gain compression, 212
voltage level requirement, 212

Balanced amplifiers, 270�73
6-18 GHz medium-power

schematic, 273
benefits, 270�71
illustrated, 271
performance schematic, 272
See also Broadband microwave power

amplifiers
Bandpass filter

transformed into matching
network, 268

two-section prototype transformed
into, 267

Bandwidth
amplitude envelope feedback loop, 123
�real,� 267
video detection, 245

�Bazooka� structure, 279
Bessel functions, 96
Bias insertion networks, 285
Bipolar junction transistor (BJT), xii, 9

amplifiers, 19
base-emitter capacitance, 21
Class AB. See BJT Class AB RFPA
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Class A RFPA schematic, 20
device operation, 16
frequency analog circuit design, 19
gain and efficiency, 24
gain compression/efficiency vs. output

power, 24
for high efficiency linear RFPA

applications, 25
input impedance, 18
linearizing response to, 28
model illustration, 17
normalized transfer characteristic, 17
operation features, 16
RF model, 16�29
Si device, 21
Spice simulated waveforms, 20
thermal considerations, 18
transfer characteristics, 19, 23

BJT Class AB RFPA, 26�29
circuit, 22
current waveforms, 23, 27
design issues, 28�29
gain and efficiency, 27, 28
on-chip resistors, 29
schematic, 26
See also Bipolar junction transistor (BJT)

Broadband matching, 259�70
Broadband microwave power amplifiers

balanced, 270�73
Class AB operation, 273, 274
defined, 258
design, 259�79
design issues, 273�79
efficiency, 277
introduction, 259
load resistance, 276
matching with network

synthesis, 259�70
peak-to-peak RF voltage, 277
push-pull schematic, 274
push-pull waveforms, 275, 278
See also Microwave power amplifiers

Broadband push-pull waveforms
Class AB, 278
illustrated, 275

Budget feedforward systems, 235, 253�55
amplifier chains, 255

defined, 254
illustrated, 255
simulation, 254
See also Feedforward loop; Feedforward

systems
Butterworth response, 262

CAD optimizer, 270, 297
CAD simulation, 260, 262
Cancellation

Class AB compression, 30
errors, 244
IM3, 168
outphasing, 60

Cartesian Loop, 113, 119�20
defined, 119�20
linearization system, 119

Chebyshev filter, 262
parameters, 262
second-order, 265

Chebyshev lowpass prototype network
designing, 264
responses, 265
transmission function, 265

Chebyshev polynomials, 264
Chireix PA, 58�72

additional component, 58
analysis schematic, 61
combiner, 63
compensating reactances, 66
conclusions, 71�72
configuration illustration, 59
with conventional power

combiner, 69�71
defined, 58
dependencies, 59�61
discussion, analysis, simulation, 62�69
efficiency, 67�68
introduction and formulation, 58�62
load-pulling effect, 60
outphasing cancellation, 60
outphasing circuit schematic

simulation, 65
outphasing PA simulation results, 67
outphasing shift, 62
outphasing technique, 58
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Chireix PA (continued)
output matching and balun

realization, 69
phase shifters, 59�60
power/efficiency plots, 67
saturated amplifier assumption, 59
shunt reactance, 64, 65
simulation of Class FD, 63, 64
variations, 69�71
See also Power amplifiers (PAs)

Class A amplifiers
bias point, 3
BJT schematic, 20
linear characteristic, 12

Class AB amplifiers, 1�32
analysis, 10
BJT, 22, 26�29
broadband, efficiency/PBO

performance, 278
broadband push-pull waveforms, 278
classical, 2�9
compression cancellation, 30
deep, 102
defined, 1
efficiency, 5, 8, 9, 273
gain characteristics, 6
key circuit element, 4
linearity, 4
linearity �zone,� 15
output current, 11
output power, 8
PAs, 21
�quiescent� current setting, 5
schematic, 3
tunnel vision, 1
in �underdrive� case, 7
waveforms, 3

Class B amplifiers
classical, 9
operation, 7
quiescent bias point, 10
theoretical linearity, 10

Class C amplifiers, 33, 40
operation, 42
peaking device, 41

Classical Class AB modes, 2�9
Classical Doherty configuration, 37�42

amplitudes, 41
bias adaptation scheme, 50
current and voltage, 39
efficiency, 41
fundamental current component, 40
ideal device characteristics, 37
implementation stumbling blocks, 41
peaking PA realization, 50
RF current, 41
voltage amplitude, 38
See also Doherty PA (DPA)

Coaxial balun structure, 279
Code division multiple access

(CDMA), 9, 46
Compensating delay line, 130
Composite PD/PA response

IM3, 160, 168
with PD having third-/fifth-degree

characteristics, 161, 169
with PD having unmatched expansion

characteristics, 162
with third-degree PD, 160, 167

Compound analog predistorter, 179
cuber, 187
process, 187
See also Predistorters

Compression
AM-AM characteristic, 83
auxiliary PA, 211, 212
Class AB amplifier cancellation, 30
gain, 160, 199
relative power requirement for

restoring, 213
Compression adjustment, 218, 224�28

defined, 218
FFW loop as detraction, 226
FFW loop distortion, 225
gain, 233
importance, 224
simulation of, 234
See also Feedforward loop

Coplanar waveguide, 284
Couplers

directional, 208�11
error insertion, 208�16
Lange, 285
microstrip, 285
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microwave, 208
Coupling factor, 218
Cube-law device characteristics, 11, 12
Cuber

compound, 187
configuration, 181, 182
defined, 183
input to, 183
measured performance of, 185
nonlinear elements in, 183
as predistorter, 183
using, 183

Delay
amplitude envelope feedback

system, 127
closed-loop, 121
envelope feedback loop, 119
group, 120
high-power PA, reduction, 139
inserting, 127
in multicarrier 3G applications, 148
in multistage high power PA

assemblies, 145
PA, reduction, 121
RFPA, 113
RFPA gain stages, 144
vector envelope feedback, 139

De Moivre�s theorem, 91
Diamond heatsinks, 282�83
Dicke receiver, 246

calibration source, 247
illustrated, 247

Differential quadrature phase shift keyed
(DQPSK) format, 106

Digital signal processor (DSP), 33
algorithmically-based correction

system, 193
algorithmic precision for, 177
calibration system, 193
computation process, 193
control elements, 189
controllers, 112
phase control, 72
speed and availability, 194
techniques, xii
See also DSP predistortion

Digital-to-analog converter (DAC), 189
Diode PDs, 162
Direct feedback, 114
Directional couplers, 208�11

coupling coefficient, 209
in microstrip MIC, 284
�misconception,� 210
as signal combiner, 211
with single sinusoidal signal

excitation, 209
transmission coefficient, 209
transmission factor restoration, 214�15
with two sinusoidal cophased input

signals, 210
Distortion, 75

ACP, 81
AM-AM, 83, 84, 98, 100
AM-PM, 83, 84, 98, 100
close-to-carrier IM, 81
compression adjusted FFW loop, 225
feedforward-enhanced power

combiner, 253
FFW loop, 219, 223
production isolation, 202�3
third-degree, 83, 165

Distributed amplifiers (DAs), 293�96
broadband, MMICs, 294
concept, 294
in high-efficiency PA applications, 294
multi-octave design, 296
performance, 295
role, 293
success, 296

Dogleg characteristic, 14
Doherty-Lite, 47�49

backoff efficiency, 47
benefits, 47�48
bias settings, 48
defined, 47
efficiency improvement, 48
main and peaking functions, 47
simulation, 49

Doherty PA (DPA), 34�57, 241
amplitudes, 41
analysis, 42
asymmetrical, 44�47
Class A, efficiency curves, 52
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Doherty PA (DPA) (continued)
classical configuration, 37�42
conclusions, 56�57
Doherty-Lite, 47�49
efficiency, 41
FFW loop using, 241
ideal, 42, 43
ideal device characteristics, 37
ideal harmonic shorts, 35
idealizations used in analysis, 36
Imax values, 36�37
impedance converter, 34
impedance requirement, 54
implementation stumbling blocks, 41
introduction and formulation, 34�37
linearity, 57
main device impedance load, 54
matching technologies, 52�56
multiple, 56
peaking amplifier configuration, 49�52
practical realization schematic, 53
RF current, 41
simulation of matched version, 55
simulation with two GaAs MESFET

devices, 51
two-device, schematic, 35
variations on classical

configuration, 42�49
See also Power amplifiers (PAs)

Doherty with nonlinear peaking
device, 42, 43

amplitudes, 43
efficiency characteristics, 43
RF current, 43

Double feedforward loop, 249�52
benefits, 250
defined, 249�50
EPA2, 250�51
illustrated, 251
logic, 250
unpopularity, 250
See also Feedforward loop

Drift
compensation scheme

implementation, 245
compensation scheme

requirements, 244

domain, 245
as enemy, 244
reducing, 246
slowness, 246
test, 243

DSP predistortion, 187�94
with algorithmic process, 193
LUT-based, 192
scheme illustration, 189
See also Digital signal processor (DSP);

Predistorters; Predistortion

Efficacy, 236
Efficiency

BJT RFPA, 25, 27, 28
broadband microwave power

amplifiers, 277
Chireix PA, 67�68
Chireix PA with power combiner, 70
Class AB amplifier, 5, 8, 9
cube-law device, 12
Doherty-Lite, 47, 48
Doherty PA, 41
Doherty using nonlinear peaking

device, 43
even harmonic enhancement, 14
FFW loop, 236�41
ideal Doherty, 43
linear high, 9

Electronic countermeasure (ECM)
receiver, 259

Envelope detectors, 246
Envelope Elimination and Restoration

(EER) method, 33, 34
Envelope feedback, 117�19

amplitude, 121�36
AM-PM correction using, 137
with auxiliary PA, 147
as basis for LUT calibration, 150
compensating delay line, 130
defined, 117
delay, 119
drift domain, 245
higher RF frequencies and, 118
limitations, 118
for LUT calibration, 192
with output power control, 146

312 Advanced Techniques in RF Power Amplifier Design



system block diagram, 117
techniques, 117
variations, 146�50
vector, 137�40

Envelope input sensing, 191�92
Envelope simulation, 73, 76
EPA2, 250�51

electrical length, 250
input signal components, 250
power level, 250, 251
power requirements, 251
See also Double feedforward loop; Error

power amplifier (EPA)
Equal-power splitters, 185
Equal-ripple filter, 263
Error insertion coupler, 208�16

application, 211
directional, 209�11
transmission factor, 216
transmission loss, 215, 228

Error PA ratio (EPR), 217
defined, 217
inner loop, 251
PBO tradeoff, 239
requirement, 236

Error power amplifier (EPA), 200
correction, redrawn, 207
correction signal, 205
design, 237�38
distortion products, 201
EPA2, 250�51
FFW loop simulation change, 233�35
FFW loop simulation output, 231
�flea-power,� 235
gain, 202
nonlinearity, 201
power, as quantitative measure, 204
power rating, 229
power requirement, 201, 204, 205
power selection, 202
power specification, 239
required power capability, 202
required power output, 203
for restoring coupler transmission

factor, 214
Error vector magnitude (EVM), 77, 84

AM-PM reflect on, 207

concept, 107
measurement, 108
specification, 107, 108

Fast Fourier transform (FFT), 77
Feedback

amplitude envelope, 121�36
classical amplifier configuration, 115
compensation in drift domain, 245
direct, 114
envelope, 117�19
gain equation, 115�16
indirect, 111�12
introduction to, 111�14
linearization effect, degradation of, 116
low latency PA design, 140�46
negative, 111
�rule of thumb,� 126
techniques, 111�51
vector envelope, 137�40

Feedforward-enhanced power
combiner, 252�53

cost, 252
distortion, 253
illustrated, 252
performance, 253

Feedforward loop, 198�203
as additive process, 198
AM-PM correction in, 204�8
AM-PM effect on, 206
analysis illustration, 217
basic action, 198
budget, 254
cancellation errors, 244
closing, 241�49
distortion, 223
with Doherty PA, 241
double, 249�52
with drift domain envelope

feedback, 245
efficiency, 236�41
efficiency plot, 239
error signal, 219
gain and phase tracking system, 247
illustrated, 199
IM3 performance, 224, 225, 226
IMs, 233
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Feedforward loop (continued)
multicarrier response, 236
�normalized adjustment,� 218,

219, 226
operation, 199
output distortion, 219
power drain, 237
third-degree analysis, 216�29
tracking error effect on, 223
two-carrier IM3 response, 222

Feedforward loop simulation, 229�36
AM-PM effects and, 229
compression adjustment, 234
effect of AM-PM in main PA, 231�33
EPA output, 231
EPR change, 233�35
gain compression adjustment, 233
gain/phase tracking, 235
multicarrier simulation, 235�36

Feedforward systems, 148, 153, 197�255
benefits, 242
budget, 235, 253�55
with built-in �virtual� bench test, 248
�compression adjustment,� 218
conclusions, 255
correction signal, 241�42
defined, 197
double, 249�52
drift in, 244
efficiency, 237
enhanced power combiner, 252�53
for envelope time domain

correction, 245
EPA power consumption, 237
equipment, 242
error insertion coupling, 208�16
introduction, 197�98
measurement, 242�43
PA gain/phase response changes, 242
PBO amount, 237
performance, 223
response time, 242
setup, 242
variations, 249�55

Field effect transistor (FET), 2, 9
adjacent channel power (ACP)

responses, 29

amplifiers, 19
approximation to dogleg

characteristic, 14
characteristic with gain expansion, 30
device operation, 16
intermodulation (IM) responses, 29

Filter synthesis theory, 262
Four-carrier third-order IM spectrum, 176

GaAs MESFET, 66
Doherty PA simulation with, 51
impact, 259
phase angle bias dependency, 104

Gain
BJT RFPA, 27, 28
Class AB characteristics, 6
EPA, 202
feedback equation, 115�16
FFW loop simulation, 235
ninth-degree, 93
nonlinearity in, 30
PA output stage, 6
predistorter, 156, 157
reduction, at low drive levels, 30
video, 139

Gain compression
adjustment, 233
composite characteristics, 160
third-degree, 199

GSM EDGE signals, 107
constellation illustration, 108
EVM specification, 107

Harmonic efficiency enhancement, 14
Heatsinks, 282�83
Heterojunction bipolar transistor

(HBT), xii
external harmonic circuitry, 21
handset PAs, 25
impact in lower power applications, 297

Ideal Doherty, 42, 43
with Class C peaker, 42
device characteristics, 37
harmonic shorts, 35
See also Doherty PA (DPA)

Impedance
converter, 34
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RF transistor, 141
transformation, 267, 268

Indirect feedback techniques, 111�12
Inductors

approximation, 270
network transformations, 261

Intermodulation (IM)
amplitudes, 90
asymmetry in RFPAs, 94�105
close-to-carrier distortion, 81
fifth-order characteristics, 89
mid-regime correction, 126
PBO curves, 78
PBO sweeps, 79
phase measurements, 90
plots, 88
seventh-order characteristics, 89
two-carrier response, 80
upper/lower sideband asymmetry, 81
See also Third-order intermodulation

(IM3)
Internally matched microwave transistors

(IMTs), 287�91
biasing issues, 290�91
bias insertion network, 291
bias SCSS, 291
high power, 289
integration, 290
matching issues, 287�90
matching network illustration, 288
matching sensitivity, 289
power combining of, 291�93
uses, 287

Irreducible cubic, 125

Khan restoration loop, 120
�Knee� value, 2

Lange coupler, 285
Latency

high Q-factors and, 113
PA, 130
RFPA, 113

Laterally Diffused Metal Oxide
Semiconductor (LDMOS), 66,
92, 237

Loadline theory, 288

Load resistors, 8
Look-up tables (LUTs)

calibration, 150
DSP drive from, 193
dynamic refreshing system, 191
envelope feedback for calibration, 192
loading-with dynamic calibration

signal, 192
longevity, 191
precision, 190�91
predistorter use of, 188

Low latency PA design, 140�46
Lowpass filters, 133
Lowpass matching network, 55, 141

Matched PD, 159
Matching network

bandpass filter transformed into, 268
four-element, 269
IMT, 288
lowpass, 55, 141
synthesis procedure, 270

Memory, in RFPAs, 94�105
Mesa resistor, 181, 182
MESFET

GaAs, 51, 66, 104, 259
model in SPICE simulation, 299

Metal-insulator-metal (MIM)
capacitors, 286

Microstrip couplers, 285
Microstrip MIC, 283, 284

directional coupler, 284
transmission line illustration, 284

Microwave couplers, 208
Microwave Integrated Circuits

(MICs), 280�86
advanced processes, 286
components and structures, 283�86
configuration for higher dissipation

components, 282
defined, 280
disadvantages, 281
elements, 280
illustrated, 280
�lumped� elements, 286
material properties, 283
modules, 281
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Microwave Integrated Circuits (MICs)
(continued)

substrate and heatsink
materials, 281�83

technology, 258, 283
transmission lines, 284

Microwave power amplifiers, 257�97
broadband design, 259�79
conclusions, 296�97
design with prematched

modules, 287�93
distributed, 293�96
introduction, 257�59
microwave circuits/MIC

techniques, 280�86
technology eras, 257�58

Military microwaves, 258
Modern multicarrier power amplifier

(MCPA)
era, 49
feedforward system for, 255

�Modulation domain� frequency, 221
Modulation period, 129�30
Monolithic microwave IC (MMIC)

DA, 294
development, 286

Multicarrier PA spectral response, 170
Multicarrier PD/PA spectral

response, 171�73
matched third-/fifth-degree PD, 172
notcher PD, 173
third-degree only, 171

Multiple Doherty PA, 56
flatter efficiency PBO characteristic, 56
principle, 56
schematic, 57
See also Doherty PA (DPA)

Multistage RFPAs, 145

N=2 bandpass filter, 268
Negative feedback, 111
Network synthesis, 259�70
Neutralization process, 36
Nonlinearities

attenuator, 147
EPA, 201
gain, 30

PA, 73�110
�Normalized adjustment,� 218, 219, 226
North American Digital Cellular (NADC)

signals, 106
constellation illustration, 107
peak-to-average ratio, 107
phaseplane trajectory, 106

Norton transformation, 268
�Notcher� predistortion, 172�76
N-section lowpass prototype filter, 264
Nyquist raised root cosine (RRC)

filter, 106

Open-circuited shunt stubs (OCSSs), 270
Organization, this book, xii�xiii
Oscillation, 115, 133
Outphasing

for AM signal construction, 69
cancellation, 60
circuit simulation schematic, 65
with conventional power combiner, 70
defined, 58
impedance shift, 62
shunt reactance effect and, 65
simulation results, 67
See also Chireix PA

Output power
Class AB amplifier, 8
envelope feedback and, 146
gain compression/efficiency vs., 24

Packaged discrete components, 145
PD/PA

analysis configuration, 163
characteristic, 154
spectral response, 171

Peak envelope power (PEP), 240
Peak power, 74
Peak-to-average ratios, 105�9

GSM EDGE signal, 107
NADC signals, 107
problem, 106
WCDMA, 105

Peak-to-peak RF voltage, 277
Periphery scale-up (PSU), 240
Phase

control loop, 148
detector, 139

316 Advanced Techniques in RF Power Amplifier Design



linearity, 243
offset, 138, 243
tracking, 235, 247
transmission, of networks, 263
trimmer, 243

Pilot carrier tracking systems, 248
PIN diode, 180
Polar Loop system

defined, 120
illustrated, 119

Polynomial curve-fitting routines, 87
Power amplifier (PA)

nonlinearities, 73�110, 129
conclusions, 109�10
envelope feedback system, 132
IM asymmetry, 94�105
introduction, 73�74
inverted, 186
peak-to-average ratios, 105�9
polynomials, 77�89
power series, 77�89
two-carrier characterization, 89�94
Volterra series, 77�89

Power amplifiers (PAs)
10-W designs, 143�44
auxiliary, 147, 211, 212
Chireix outphasing, 58�72
delay reduction, 121
design of 10W with different k-factor

selections, 143
design tradeoffs, 144
design using prematched

modules, 287�93
device technologies, 113
Doherty, 34�57
drift test, 243
feedback linearization, 114
latency, 130
low latency design, 140�46
microwave, 113
modeler advantages, 87
multicarrier, 170
peaking, 42, 49�52
peak-to-average ratios and, 105�9
push-pull, 274
with range of cutoff/conduction

angles, 40

third-degree, 156�63
unpredistorted sweeps, 171

Power backoff (PBO)
9:1 rates, 230, 239
efficiency, 70
EPR tradeoff, 239
IM curves, 78
low levels, 188
sweeps of IM, 79

Power-combined modules, 149
Power combiner

Chireix PA with, 69�71
feedforward-enhanced, 252�53
IMT, 291�93
low-loss design, 292
outphasing with, 70

Power control, envelope feedback with, 146
Power series

coefficients, 93
composite PD/PA, 159
odd-degree, 91
PD, 163
for synthesis of PD function, 158

Power transistors, 280
Predistorters

analog, 179�87
basic action, 155
compound, 179, 187
cuber as, 183
design, 154
diode, 163
fifth-degree coefficients, 166
gain expansion, 156, 157
input signal to, 164
LUT use, 188
practical realization, 177�78
RFIC, 181
signal emerging from, 155, 164
simple, 179�80
simplicity, 154
third-degree, 156
third-degree coefficients, 165

Predistortion
amplitude envelope feedback as form

of, 123
categories, 178
classes of practical realization, 162
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Predistortion (continued)
conclusion, 194�95
defined, 153
DSP, 187�94
effective, 155
for general PA model, 163�76
ideal characteristic, 156
introduction, 153�56
matched, 159
matched third-degree

characteristic, 159�60
matched third-/fifth-degree

characteristic, 160�61, 168�69,
171�72

matched to third-degree
only, 167�68, 170�71

�notcher,� 172�76
performance, 154
power series, 163
techniques, 153�95
third-degree PA, 156�63
unmatched, 169�70
unmatched third-degree gain expansion

characteristic, 161�63
Prematched modules, 287�93

biasing issues, 290�91
introduction, 287
issues, 287�90
power combining, 291�93

Pseudomorphic high electron mobility
transistor (PHEMT), 25

PUF ratio, 277
Push-pull amplifiers, 68, 274

Q-factor, 21, 142, 148
for high-power devices, 140, 145
latency and, 113
for matching networks, 140

Quarter-wave short circuit shunt stub
(SCSS), 66, 68, 290

Radio frequency integrated circuit (RFIC)
alternatives, 286
designers, 40
predistorters, 181

Radio frequency power amplifiers (RFPAs)
BJT Class A, 20
BJT Class AB, 22, 23, 26�29

Class C, 33
delay, 113
design, 1
IM asymmetry in, 94�105
memory in, 94�105
multistage, 145
phase linearity, 243
push-pull, 274
�sweet spots,� 6
transistors, 1
See also Power amplifiers (PAs)

RF bipolars, 14, 16�29
RF Power Amplifiers for Wireless

Communications, xi�xii
RF spectral domain, 76
RF time domain, 75

�Satcom� applications, 258
Schottky diodes, 184
Seidel system, 247
Series capacitors, 270
Short circuit shunt stub (SCSS)

IMT bias, 291
line length, 291
quarter-wave, 66, 68, 290
resonance mistuning, 290

Shunt diode limiter, 184
Signal combiner, directional coupler

as, 211
Silicon Germanium (SiGe) technology, xii
Simple analog predistorters, 179�80

advantages, 179�80
defined, 179
illustrated, 179
limitations, 180
typical performance, 180
See also Predistorters

Single sideband (SSB) era, 33
SPICE simulation

amplitude envelope feedback
system, 131

BJT Class A RFPA, 20
MESFET model used in, 299
PA and input controller, 133

Square-law detection, 246
Square-law device characteristics, 11, 12
Supply rail modulation effect, 102
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Surface-mount (SMT)
components, 181
Schottky diodes, 184

�Suspended stripline� transmission line, 292

Third-degree FFW loop analysis, 216�29
compression adjustment, 224�28
conclusion, 228�29
formulation and analysis, 216�22
illustrated, 217
quantification benefit, 216
results summary, 228�29
system, 216�17
tracking errors, 222�24
See also Feedforward loop

Third-degree nonlinearity, 92
Third-degree PA, 156�63

composite PD/PA response, 160
nonlinear, 159�63
PD with matched third-degree

characteristic, 159�60
PD with matched third-/fifth-degree

characteristic, 160�61
PD with unmatched third-degree gain

expansion characteristic, 161�63
polynomial expression, 159
two-carrier IMD responses, 159

Third-order intermodulation (IM3)
amplitude, 174
cancellation, 168
combined higher sideband, 97�98
combined lower sideband, 98
components, 79
FFW loop performance, 224, 225, 226
frequencies, 81
generation, 78
of ideal transconductive device, 10
in-band products, 175
notching, 31
plots, 88
products, 174, 175
products, nulling, 31
sidebands, 174, 176
spectral regrowth frequency band, 175
two-carrier response, 126, 222
two-tone products, 77
See also Intermodulation (IM)

Time domains, 74, 75
measurement, 75
RF, 75

Time trajectory, 74
Total power receiver, 246

defined, 246
illustrated, 247

Tracking
phase, 235, 247
pilot carrier, 248

Tracking errors, 222�24
effect of, 235
FFW loop simulation, 235

Transistors
bipolar junction (BJT), xii, 9, 16�29
characteristics, 10
field effect (FET), 2, 14, 16, 19
heterojunction bipolar

(HBT), xii, 21, 25, 297
impedances, 141
internally matched microwave

(IMTs), 287�91
limited switching speed of, 13
power, 280

Traveling wave tubes (TWTs), 259
Two-carrier characterization, 89�94

advantages, 94
defined, 89
dynamic envelope measurements, 101
IM3 response, 222
modeling procedure, 93�94

Two-section lowpass prototype
filter, 265, 267

�Underdrive� concept, 7
Unmatched PD, 169�70

Vector envelope feedback, 137�40
delay, 139
gain block, 140
phase detector, 139
video gain, 139
See also Envelope feedback

Video detection bandwidth, 245
Video gain, 139
�Virtual� bench test, 248
Volterra coefficients, 89

derivation of, 91
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Volterra coefficients (continued)
normalized, 231

Volterra formulation, 73
Volterra phase angle, 180, 203
Volterra series, 82�85

fifth-degree, 177
inverted PA, 166
nonlinear PA with, 163
PA characteristics modeled with, 85
phase angles, 82, 92

VSWR
dependent ripple, 273
interactions, 271
levels, 288
precision, 290
response, 271, 273

Waveforms
BJT Class AB, 23
Class AB, 3
envelope linearization loop, 135
�maximally flat� even harmonic

components, 13
peak-to-peak swing, 13
push-pull, 275
simulated envelope, 133
Spice simulated, 20

Wideband CDMA (WCDMA), 46
peak-to-average ratios, 105
signal magnitude trajectories, 74

Wilkinson combiner, 292�93
ground plane capacitance effect on, 293
isolation resistors in, 293

�Zero bias� operation, 9
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